Characterization of the Spatiotemporal Attributes of Sclerotinia Flower Blight Epidemics in a Perennial Pyrethrum Pathosystem
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ABSTRACT

Sclerotinia flower blight, caused by Sclerotinia sclerotiorum, causes substantial losses in Australian pyrethrum fields. The spatiotemporal characteristics of epidemics were characterized in five fields over 3 years. Log likelihood tests indicated that the β-binomial distribution fit better than the binomial distribution for 92% of the data sets. The index of dispersion, D, was significantly greater than 1 in 97% of the data sets. The estimated parameters of the slope and intercept terms of the binary power law were 1.631 (standard error [SE] = 0.059) and 0.678 (SE = 0.099), indicating a high degree of aggregation at the individual sampling unit scale. In 69% of the data sets, the magnitude of the first-order autocorrelation coefficient, r, was significantly greater than 0. In 11 of the 12 epidemics, the monomolecular model provided the best fit, indicative of monocyclic processes. A significant spatial association between apothecia and incidence of Sclerotinia flower blight within the lag of one sampling unit was also quantified. This study suggests that S. sclerotiorum apothecia emergence was closely synchronized with flower development, and epidemics were dominated by localized sources of ascosporic inoculum. This research provides the basis for improved management strategies for Sclerotinia flower blight in pyrethrum.

Pyrethrum (Tanacetum cinerariifolium (Trevir.) Sch. Bip.) is a perennial herbaceous member of the Asteraeaceae family. The commercial production of pyrethrum is for the extraction of the pyrethrins, which are contained within oil glands on the surface of the achenes of the flowers (10). These pyrethrins have unique insecticidal properties, which are becoming increasingly popular for pest control in both household and agricultural situations. These properties include rapid knock-down properties (3), ultraviolet light degradation which reduces the probability of persistence in the environment, and no evidence to date of resistance development within pest populations (31).

Pyrethrum production in Australia currently supplies approximately 60% of the global market for pyrethrins. The production system is highly mechanized and involves field establishment in spring by precision seeding and, generally, four annual harvests thereafter, beginning in the following midsummer (3). Plants are semidormant each winter, followed by a synchronous flush of stems in spring. Stems reach maximum height (approximately 80 cm) within 3 months of shoot emergence in spring and flowers form on the terminus of each stem branch (21).

Sclerotinia flower blight, caused by Sclerotinia sclerotiorum, is the dominant disease of pyrethrum flowers in Australia (13,21). Botrytis flower blight, caused by Botrytis cinerea, can also infect pyrethrum flowers. The incidence and severity of Botrytis flower blight varies annually and is most often seen just prior to harvest and in windrows. The symptoms of the two diseases can be easily distinguished visually. Symptoms of Botrytis flower blight include fused disc florets and sporulation of B. cinerea. Early symptoms of Sclerotinia flower blight, caused by ascospores, are necrotic spots on the disc florets, which often occur in the ridge lines, followed by necroses of the entire peduncle extending into the stem approximately 1 to 2 cm. Flowers affected by Sclerotinia blight typically remain upright and the disc florets remain intact. In some cases, mycelia and sclerotia characteristic of S. sclerotiorum can be seen colonizing the diseased flowers in the field (Fig. 1). These flowers then shatter during the harvesting process and fall to the ground, causing direct losses in pyrethrin yield by reducing the number of harvestable flowers, although the magnitude of these losses has not yet been fully quantified. This process may also contribute to soilborne inoculum for crown rot and flower blight the following season. Plant losses due to crown rot can also be attributed to infection by S. minor (13,18,21).

Management recommendations for flower diseases aim to control both Sclerotinia and Botrytis flower blights in concert. These include three to four fungicide applications at 10- to 14-day intervals, initiated when approximately 2% of the flowers have fully opened disc florets. The fungicides used within the management program are consistent across all fields, including alternate applications of tebuconazole and carbendazim (18,21).

These management strategies translate into relatively extensive control efforts, particularly for the dominant disease, Sclerotinia flower blight. Remarkably, relatively little has been characterized with regards to the etiology and epidemiology of Sclerotinia flower blight in the unique, perennial production system of pyrethrum. The objective of this study was the generation of quantitative information on the spatiotemporal characteristics for Sclerotinia flower blight epidemics. This information is required for the determination of inferences on important epidemic information, including the relative contributions of local (within-field) and background (outside the field of interest) sources of inoculum, rates of epidemic development, and spatial characteristics of disease foci and any correlations with the occurrence of apothecia.

MATERIALS AND METHODS
Field sites and data collection. Sclerotinia flower blight epidemics in pyrethrum fields, herein referred to as fields A through F, in Tasmania, Australia, were assessed in the late spring and early sum-
mer of 2007 (fields A and C), 2008 (field B), and 2009 (fields D, E, and F) from October to December. Both fields studied in 2007 were scheduled for first harvest. In 2009, two of the fields used in the study (D and E) were also approaching first harvest. All fields were located within a 45-km radius of each other in north-central Tasmania. Fields contained either one of the two dominant cultivar types (proprietary) grown in this region and received standard agronomic inputs, such as disease and weed management practices, irrigation, and nutrient applications.

The incidence of Sclerotinia flower blight was assessed using a cluster sampling design. For each field, two rows (each 12.5 m long) were selected arbitrarily and marked for later identification and considered a transect. Along each 0.5-m section of the transects, five flowering stems were selected and all flowers on these stems were counted and assessed nondestructively for the presence or absence of symptoms (or signs) of Sclerotinia flower blight. A sampling unit consisted of all the flowers on each of the five flower stems. Thus, there were $N = 25$ sampling units assessed per transect. With this sampling strategy, disease incidence was assessed at three levels in a spatial hierarchy: the flower level, $n_f$; the stem level, $n_s$; and the level of the sampling unit, $n_{SU}$. Analyses described below are reported only for the flower level and sampling unit level. The number of flowers varied between stems and sampling units. Among all transects, $n$ ranged from 11 to 76 per sampling unit, with a mean of 37 and median of 36. The estimated mean incidence of diseased flowers ($\hat{p}$) was calculated as $\hat{p} = \Sigma x_i / \Sigma n_i$, where $x_i$ is the number of diseased flowers and $n_i$ is the number of flowers sampled in the $i$th sampling unit.

Disease assessments were conducted from 20, 14, and 30 transects during 2007, 2008, and 2009, respectively, for a total of 64 data sets. Each field and transect was considered a transect. Along each 0.5-m section of the transects, five flowering stems were counted and assessed nondestructively for the presence or absence of symptoms (or signs) of Sclerotinia flower blight. A sampling unit consisted of all the flowers on each of the five flower stems. Thus, there were $N = 25$ sampling units assessed per transect. With this sampling strategy, disease incidence was assessed at three levels in a spatial hierarchy: the flower level, $n_f$; the stem level, $n_s$; and the level of the sampling unit, $n_{SU}$. Analyses described below are reported only for the flower level and sampling unit level. The number of flowers varied between stems and sampling units. Among all transects, $n$ ranged from 11 to 76 per sampling unit, with a mean of 37 and median of 36. The estimated mean incidence of diseased flowers ($\hat{p}$) was calculated as $\hat{p} = \Sigma x_i / \Sigma n_i$, where $x_i$ is the number of diseased flowers and $n_i$ is the number of flowers sampled in the $i$th sampling unit.

Disease assessments were conducted from 20, 14, and 30 transects during 2007, 2008, and 2009, respectively, for a total of 64 data sets. Each field and transect was considered a transect. Along each 0.5-m section of the transects, five flowering stems were counted and assessed nondestructively for the presence or absence of symptoms (or signs) of Sclerotinia flower blight. A sampling unit consisted of all the flowers on each of the five flower stems. Thus, there were $N = 25$ sampling units assessed per transect. With this sampling strategy, disease incidence was assessed at three levels in a spatial hierarchy: the flower level, $n_f$; the stem level, $n_s$; and the level of the sampling unit, $n_{SU}$. Analyses described below are reported only for the flower level and sampling unit level. The number of flowers varied between stems and sampling units. Among all transects, $n$ ranged from 11 to 76 per sampling unit, with a mean of 37 and median of 36. The estimated mean incidence of diseased flowers ($\hat{p}$) was calculated as $\hat{p} = \Sigma x_i / \Sigma n_i$, where $x_i$ is the number of diseased flowers and $n_i$ is the number of flowers sampled in the $i$th sampling unit.

Temporal disease progress was quantified in all epidemics occurring within the five fields using mean disease incidence. Linear, monomolecular, exponential, logistic, and Gompertz models were fitted to the temporal progress of disease incidence from assessments made between 15 October and 28 December within each year. Goodness-of-fit statistics examined to select the most suitable model for each dataset were (in order of preference) the $F$ statistic for linearity, the coefficient of determination ($R^2$), the root mean square error, and a visual comparison of the residuals plotted against the predicted values (19,20). Back-transformed coefficient of determination values were calcu-

![Fig. 1. Symptoms of Sclerotinia flower blight in pyrethrum. Top left: early symptoms of Sclerotinia flower blight (necrotic lesions on disc floret edges); top right: advanced Sclerotinia flower blight (flocose white mycelia, necrotic peduncle and weakened, necrotic stem); bottom left: small focus of Sclerotinia flower blight typical of the pattern of disease in the field; bottom right: further symptoms of Sclerotinia flower blight extending down the stem with flower head remaining upright.](image-url)
lated to obtain fitted disease incidence values to the original data (19).

**Spatial analyses.** Distributional analyses. The β-binomial and binomial distributions were fit to the incidence of diseased flowers using the computer program BBD (14). A good fit to the binomial distribution is an indication of a random pattern of diseased flowers, whereas a good fit to the β-binomial distribution is an indication of an aggregated pattern (15,16). A log-likelihood ratio test statistic was calculated to determine whether the data were a better fit to the β-binomial or binomial distributions. The C(α) test was used to test whether aggregation in the distribution of diseased flowers could be described adequately by the β-binomial distribution.

Because \( n \) varied among sampling units, it was not possible to calculate expected frequencies and associated \( \chi^2 \) goodness-of-fit tests for the distributions.

The degree of aggregation of disease incidence was quantified by the heterogeneity parameter, \( \theta \), of the β-binomial distribution. This parameter provides a measure of variation in disease incidence per sampling unit (15,16). The index of dispersion \( D \) was calculated by dividing the observed variance of diseased flowers \( \sigma_{ob}^2 \) by the theoretical variance for a binomial distribution \( \sigma_{th}^2 \) where \( \sigma_{ob}^2 = \frac{\sum (x_i - \hat{p})^2}{(N - 1)} \) and \( \sigma_{th}^2 = np(1 - \hat{p}) \) and \( x_i, \hat{p}, n, \) and \( N \) are as defined previously. When \( \theta = 0 \) or \( D = 1 \), the pattern of diseased flowers is random, with aggregation indicated when \( D > 1 \) or \( \theta > 0 \). The degree of aggregation is directly proportional to the magnitude of the statistic. \( D \) has a \( \chi^2 \) distribution, and can be used to test the null hypothesis of a random distribution of disease incidence with \( N - 1 \) degrees of freedom (15).

**Binary power law analyses.** The binary power law expresses the relationship between the theoretical variance of binomial (random) pattern of disease incidence and an observed variance (12). When a large number of data sets are collected, the relationship between these variances provides a convenient method to characterize aggregation of disease incidence over multiple fields and time (16). The model was fitted to the observed and binomial vari-

---

**Fig. 2.** Development of Sclerotinia flower blight on flowers and emergence of apothecia of *Sclerotinia sclerotiorum* in pyrethrum fields in Tasmania, Australia. The mean number of flowers per stem is provided as a reference for crop development. Data is presented for a field monitored in both **A,** 2007 and **B,** 2008 and in four other fields monitored in **C,** 2007 or **D–F,** 2009. All fields except **C** were assessed on two or three dates after harvest (late December) for the presence of apothecia.
ances through the log-transformed relationship:

$$\ln(v_{obs}) = \ln(A) + b \ln(v_{exp})$$  \hspace{1cm} (1)$$

where $v_{obs}$ and $v_{exp}$ are as defined above. When $A_1 = 1$ and $b = 1$, equation 1 indicates a random pattern of disease incidence that can be represented by the binomial distribution. When $A > 1$ and $b = 1$, disease incidence has an aggregated pattern related to aggregate is systematically distributed. When $b > 1$ indicate that aggregation is systematically related to $p$. Ordinary least squares regression was used to estimate the intercept and slope parameters using the REG procedure in SAS (version 9.2; SAS Institute, Cary, NC).

Covariance analysis was conducted on the data sets using the GENMOD procedure in SAS to determine the effect of sampling year (Year) on the slope and intercept parameters as described previously (8). Other factors such as cultivar and field age were not considered in the covariance analysis because of the relatively small number of data sets. To conduct the covariance analysis, the continuous variable $\ln[n \hat{p}(1 - \hat{p})]$ was initially included in the model; then, Year was added individually as an intercept term and then as an interaction term with the slope. Year was considered significant if inclusion of this factor significantly ($P < 0.05$) reduced the sum of square error (SSE) compared with the null model without Year. Significance was determined by an $F$ test in which $F = (\text{factor SSE}/df \text{ factor})/(\text{model SSE}/df \text{ model})$ and $df = \text{degrees of freedom}.$

**Correlation-based spatial analyses.**

**Autocorrelation.** First- and second-order autocorrelation statistics were calculated to quantify the degree of similarity of disease incidence between sampling units along a transect. Before autocorrelation coefficients were calculated, the data were transformed using the Haldane transformation $[\ln(y/(1 - y))]$, where $y = (x + 0.5)/(n + 1)$ and $x$ is the number of diseased flowers in a sampling unit. This transformation avoids taking the logarithm of 0 values or dividing by 0. Autocorrelation analyses were performed in Minitab (version 15; Minitab Inc., State College, PA).

**Runs analyses.** Ordinary and median runs analyses also were performed to characterize larger-scale patterns of diseased flowers among sampling units in a transect (17). For ordinary runs analysis, a sampling unit was assigned a value of 1 if at least one diseased flower was observed in the sampling unit and 0 otherwise. In median runs analysis, the median incidence of disease was calculated for each data set. Sampling units were then coded as 1 or 0 if the incidence of diseased flowers was above or below the median for that data set, respectively. A run was defined as a succession of one or more flowers with similar disease status (nondiseased or diseased). Runs and associated tests of significance (17) were calculated in Microsoft Excel (Microsoft Corp., Redmond, WA).

**Cross-correlation analysis.** The spatial association of apothecia to the incidence of diseased flowers in a sampling unit was quantified by Spearman’s rank cross-correlation. Spearman’s rank cross-correlation coefficient (denoted by $\hat{\rho}$) provides a measure of the association between variables separated by a lag distance, $k$. Because discrete values for apothecia counts and binary incidence values violate the normality assumptions for parametric cross-correlation analysis, Spearman’s nonparametric rank correlation was used for these analyses (26). Values of $\hat{\rho}$ may range from $-1$ to 1, where the sign indicates a positive or negative association between variables and the strength of a relationship is proportional to the magnitude of the statistic. For example, if two variables are positively associated at a specified lag distance, then large ranks of each variable will occur together and $\hat{\rho}$ will be positive. Turechek and Madden (27) provide a thorough explanation of the test. Correlations were calculated between all pairs of variables separated by lag ($k$) distances of $-5$ to $5$ sampling units, including 0 (the same sampling unit). In total, 55 data sets were used in this analysis because no apothecia were observed in nine of them and, hence, were noninformative. Average values were used when there were ties in ranks. Rank transformation and cross-correlation coefficients were calculated in Minitab (version 15; Minitab Inc.).

**RESULTS**

**Disease incidence.** Sclerotinia flower blight was found in all fields assessed and incidence ranged from 0.01 to 0.43 among all 64 transects (data sets), with a mean of 0.18 and median of 0.19. Disease incidence increased over time in all fields (Fig. 2). The average isolation frequency of $S. sclerotiorum$ from diseased flowers sampled within fields A, C, and E was 80%. Moreover, no $B. cinerea$ was found within these samples.

**Temporal analysis.** The incidence of Sclerotinia flower blight over time was best described by the monomolecular model in 11 of the 12 transects, whereas the remaining transect was best explained by a logistic model (Table 1). In fields where epidemics were best fit to the monomolecular model, this explained at least 84.8% of the variation in the incidence of Sclerotinia flower blight. The rates of disease progress were considered slow, ranging from 0.002 to 0.023 units per day among the fields (Table 1).

Emergence of apothecia appeared to be well synchronized with flower development (Fig. 2). During the autumn period following harvest, apothecial density was 0.2 m$^{-2}$ or less in all fields surveyed. Averaged over all fields and years, there was a clear relationship between the number of apothecia per meter and the incidence of Sclerotinia flower blight. The strength of the association was $S = 0.88$ ($P < 0.0001$). The number of apothecia also was closely related to the days after initiation of disease assessments ($S = 0.85; P < 0.0001$; Table 1. Temporal disease progress models and associated summary statistics for the fit of the incidence of Sclerotinia flower blight in five pyrethrum fields in Tasmania, Australia.

<table>
<thead>
<tr>
<th>Year</th>
<th>Field (transect)</th>
<th>Model of best fit$^a$</th>
<th>$P$</th>
<th>Slope</th>
<th>Intercept</th>
<th>$R^{2b}$</th>
<th>RMSE$^c$</th>
<th>CV (%)$^d$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>A (1)</td>
<td>Monomolecular</td>
<td>0.016</td>
<td>0.019</td>
<td>-6.504</td>
<td>0.882</td>
<td>0.049</td>
<td>21.52</td>
</tr>
<tr>
<td></td>
<td>A (2)</td>
<td>Monomolecular</td>
<td>0.026</td>
<td>0.023</td>
<td>-7.694</td>
<td>0.798</td>
<td>0.074</td>
<td>29.76</td>
</tr>
<tr>
<td></td>
<td>C (1)</td>
<td>Monomolecular</td>
<td>0.003</td>
<td>0.010</td>
<td>-3.410</td>
<td>0.948</td>
<td>0.019</td>
<td>12.52</td>
</tr>
<tr>
<td></td>
<td>C (2)</td>
<td>Monomolecular</td>
<td>&lt;0.001</td>
<td>0.009</td>
<td>-3.106</td>
<td>0.992</td>
<td>0.007</td>
<td>4.12</td>
</tr>
<tr>
<td>2008</td>
<td>B (1)</td>
<td>Monomolecular</td>
<td>0.002</td>
<td>0.007</td>
<td>-2.044</td>
<td>0.917</td>
<td>0.039</td>
<td>16.49</td>
</tr>
<tr>
<td></td>
<td>B (2)</td>
<td>Monomolecular</td>
<td>0.007</td>
<td>0.002</td>
<td>-2.068</td>
<td>0.912</td>
<td>0.026</td>
<td>9.73</td>
</tr>
<tr>
<td>2009</td>
<td>D (1)</td>
<td>Monomolecular</td>
<td>&lt;0.001</td>
<td>0.007</td>
<td>-2.098</td>
<td>0.985</td>
<td>0.009</td>
<td>4.80</td>
</tr>
<tr>
<td></td>
<td>D (2)</td>
<td>Monomolecular</td>
<td>0.002</td>
<td>0.008</td>
<td>-2.578</td>
<td>0.959</td>
<td>0.019</td>
<td>8.89</td>
</tr>
<tr>
<td></td>
<td>E (1)</td>
<td>Monomolecular</td>
<td>0.038</td>
<td>0.006</td>
<td>-2.033</td>
<td>0.743</td>
<td>0.037</td>
<td>29.80</td>
</tr>
<tr>
<td></td>
<td>E (2)</td>
<td>Monomolecular</td>
<td>0.0006</td>
<td>0.008</td>
<td>-2.780</td>
<td>0.984</td>
<td>0.012</td>
<td>9.24</td>
</tr>
<tr>
<td></td>
<td>F (1)</td>
<td>Monomolecular</td>
<td>0.0007</td>
<td>0.009</td>
<td>-2.997</td>
<td>0.982</td>
<td>0.013</td>
<td>8.34</td>
</tr>
<tr>
<td></td>
<td>F (2)</td>
<td>Logistic</td>
<td>0.0114</td>
<td>0.0082</td>
<td>-30.253</td>
<td>0.883</td>
<td>0.038</td>
<td>26.41</td>
</tr>
</tbody>
</table>

$^a$ Model of best fit selected by fitting the linear, monomolecular, exponential, logistic, and Gompertz models using nonlinear regression and examination of the linear forms of each model. Further evidence for selection was gained by data back-transformation and comparison of the coefficient of determinations.

$^b$ Back-transformed $R^{2}$.

$^c$ Root mean square error.

$^d$ Coefficient of variation.
Fig. 3B), indicating an association between apothecial density and flower maturity.

**Point pattern analyses.** Spatial analyses at the scale of the sampling unit indicated that disease incidence was highly aggregated, particularly when disease incidence was greater than 0.05 (Table 2). The log likelihood ratio test was significant for 92% of the data sets, indicating that the β-binomial distribution provided a better fit to the data than the binomial (random) distribution. Similarly, the C(α) test indicated that the β-binomial distribution provided a better fit than the binomial distribution for 95% of data sets. The frequency distribution of the heterogeneity parameter \( \hat{\theta} \) was right-skewed and ranged from 0 to 0.75, with a mean of 0.13 and median of 0.16 among all fields surveyed, indicating a relatively low degree of aggregation (Fig. 4B; Table 2). The parameter value tended to increase with disease incidence up to \( \hat{p} = 0.5 \), as expected (12). The frequency distribution of the index of dispersion, \( D \), also was right-skewed, ranging from 1.04 to 20.39, with a mean of 6.17 and median of 5.58 (Fig. 4C). In 97% of data sets, \( D \) was greater than 1, indicating aggregation.

**Binary power law analyses.** The binary power law provided a good fit to the data with coefficients of determination (\( R^2 \)) of at least 0.90 for all years (Fig. 5; Table 3). When calculated over all years, estimates of the slope and intercept parameters were 1.63 and 0.68, respectively. The 95% confidence intervals for the slope and intercept parameter estimates were greater than and did not include 1 and 0, respectively, indicating that the incidence of diseased flowers was highly aggregated and the degree of heterogeneity changed systematically with \( \hat{p} \) in all years. However, covariance analysis indicated that slope and intercept parameter estimates differed between years (\( P < 0.0001 \); Table 4). In 2008, the intercept was not significantly different from 0 (\( t = 1.24; P = 0.24 \)) but, in all other years, the intercept and slope were greater than 0 and 1, respectively.

**Correlation-based spatial analyses.**

**Autocorrelation.** Significant first-order autocorrelation, \( \hat{r}_1 \), was detected in 69% of the data sets, with significant second-order autocorrelation in 9% of data sets (Table 2). The frequency distribution of \( \hat{r}_1 \) ranged from –0.39 to 0.72 and was left-skewed, with a mean of 0.37 and median of 0.41 (Fig. 4D), with a general tendency for \( \hat{r}_1 \) to increase with \( \hat{p} \) up to values of 0.1 to 0.2. At lag = 2, mean \( \hat{r}_2 \) was 0.09, with a median of 0.06, suggesting that significant aggregation was mostly at the scale of neighboring sampling units.

**Runs analyses.** Significant (\( P < 0.05 \)) aggregation was detected in only 38% of the data sets by median runs analysis and 34% of the data sets where ordinary runs could be used (Table 2). Among the disease-incidence classes evaluated, there was a general tendency for median runs analyses to detect aggregation in a greater proportion of data sets as \( \hat{p} \) increased, which was also apparent by visual inspection of scatter plots of \( \hat{p} \) and the standard-normal \( Z \) statistic (data not presented). A relationship between \( \hat{p} \) and the standard-normal \( Z \) statistic for ordinary runs was not apparent (data not presented).

**Cross-correlation analysis.** The strongest median value of correlation between the number of apothecia and disease inci-
Table 2. Tests of aggregation and spatial pattern of the incidence of Sclerotinia flower blight from pyrethrum fields in Tasmania, Australia from 2007 to 2009

<table>
<thead>
<tr>
<th>Incidence$^d$</th>
<th>$T^b$</th>
<th>LRS$^b$</th>
<th>Variance tests$^a$</th>
<th>Median values$^b$</th>
<th>Runs analysis$^c$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td></td>
<td>$C(\omega)$ $D$</td>
<td>$\hat{\theta}$ $D$</td>
<td>$\hat{\rho}$ Median</td>
</tr>
<tr>
<td>0</td>
<td>0</td>
<td>...</td>
<td>...</td>
<td>...</td>
<td>0.03 0.14</td>
</tr>
<tr>
<td>0.00–0.05</td>
<td>9</td>
<td>0.56</td>
<td>0.78</td>
<td>0.78</td>
<td>0.08 2.68</td>
</tr>
<tr>
<td>0.05–0.10</td>
<td>10</td>
<td>0.90</td>
<td>1.00</td>
<td>1.00</td>
<td>0.09 4.09</td>
</tr>
<tr>
<td>0.10–0.20</td>
<td>16</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.19 7.62</td>
</tr>
<tr>
<td>0.20–0.40</td>
<td>27</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.73 19.63</td>
</tr>
<tr>
<td>&gt;0.40</td>
<td>2</td>
<td>1.00</td>
<td>1.00</td>
<td>1.00</td>
<td>0.13 5.58</td>
</tr>
<tr>
<td>All</td>
<td>64</td>
<td>0.92</td>
<td>0.95</td>
<td>0.97</td>
<td>0.13 5.58</td>
</tr>
</tbody>
</table>

$^a$ Proportion of data sets in which the $C(\omega)$ ($z$ statistic) or $D(\chi^2)$ tests were significant ($P \leq 0.05$).

$^b$ Median estimated value of the $\beta$-binomial distribution parameter $\hat{\theta}$, index of dispersion $D$, and first-order autocorrelation statistic $\hat{\rho}$.

$^c$ Percentage of data sets in which runs analysis indicated significant aggregation. Ordinary runs analysis was based on 21 or 1 data sets in disease incidence classes 0.20 to 0.40 and >0.40, respectively, because runs could not be calculated when all sampling units had at least one diseased flower.

$^d$ Incidence of pyrethrum flowers with Sclerotinia flower blight. Disease incidence class ends with the indicated value. Classes start with the next highest value above the listed value.

$^e$ Number of data sets in each disease incidence class.

$^f$ Proportion of data sets in which the likelihood ratio test statistic was significant ($P \leq 0.05$).
units, with some patches of similar disease status extending beyond the borders of sampling units to 1 to 1.5 m. Cross-correlations analysis indicated that the strongest association between the number of apothecia and disease incidence occurred when apothecia and disease were assessed in the same or neighboring sampling units. Taken together with the results of the temporal analysis, the current study suggests a localized relationship between apothecia presence and flower blight development, with apparently limited escape and dispersal of ascospores from the pyrethrum canopy. Significant spatial associations between diseased flowers and apothecia have also been characterized in other hosts, such as soybean (4), and are indicative of very local spread of ascospores from the apothecial inoculums under the dense pyrethrum canopy. Therefore, it is intuitive that a limited proportion of the ascospore population released from apothecia at the soil line underneath the canopy would be able to escape and cause flower infection. Moreover, little evidence was found of a contribution from “background” (herein defined as outside of the transect study area of interest) ascospore inoculum. Translated into a within-field scale, this would indicate that diseased flowers are more likely to be found in those areas where apothecia are produced, and inoculum transfer between adjacent fields or longer distances may be limited.

Current management strategies for Sclerotinia flower blight in pyrethrum include a prophylactic approach to fungicide applications, regardless of the presence and density of inoculum. Therefore, improvements to disease management strategies should be directed toward reducing the level of initial inoculum or predicting those sites which may be predisposed to being at higher risk. Forecasting systems for diseases in other production systems caused by *S. sclerotiorum* by predicting carpogenic germination have involved a risk-point table system (28) and thermal-time analysis (6). The latter study recommended that prediction could be improved by incorporating functions describing fluctuating soil moisture conditions (6), which are typical of overhead irrigation applied during the flowering period of pyrethrum in early summer. Agronomic strategies that reduce *S. sclerotiorum* sclerotial inoculum include extended rotation periods with a nonhost species (5). However, this is difficult to achieve when many of the crop plants in the pyrethrum rotation (e.g., carrot, bean, and potato) are also excellent hosts of *S. sclerotiorum*. Tillage has been found to reduce carpogenic germination with variable results. For example, Williams and Stelfox (30) reported a reduction in sclerotial populations from deep plowing but, in contrast, fewer apothecia have been also associated with no-tillage systems (9). The effect of fertilizer on the number of apothecia has also been contradictory (7,25), and is likely to be site and fertilizer specific. From a disease incidence perspective, agronomic practices that enhance yield, such as increasing plant density, are also likely to promote carpogenic germination, flower infection, and subsequent disease development. In contrast, for another important disease of pyrethrum, ray blight caused by *Phoma ligulicola* var. *inoxydablis*, studies have shown that, when plant density is reduced by half that of the industry standard, flower survival can be significantly increased without significant reductions in pyrethrin yield (23).

---

**Table 3.** Estimated intercept (ln $\hat{A}_x$) and slope ($\hat{b}$) parameters of the binary power law fit to the incidence of Sclerotinia flower blight in pyrethrum fields in Tasmania, Australia

<table>
<thead>
<tr>
<th>Year</th>
<th>$df$</th>
<th>$\hat{b}$ (SE)</th>
<th>ln ($\hat{A}_x$) (SE)</th>
<th>$R^2$</th>
</tr>
</thead>
<tbody>
<tr>
<td>2007</td>
<td>18</td>
<td>1.584 (0.114)</td>
<td>1.017 (0.178)</td>
<td>0.92</td>
</tr>
<tr>
<td>2008</td>
<td>12</td>
<td>1.641 (0.160)</td>
<td>0.381 (0.307)</td>
<td>0.90</td>
</tr>
<tr>
<td>2009</td>
<td>28</td>
<td>1.722 (0.054)</td>
<td>0.500 (0.089)</td>
<td>0.97</td>
</tr>
<tr>
<td>All</td>
<td>62</td>
<td>1.631 (0.059)</td>
<td>0.678 (0.099)</td>
<td>0.92</td>
</tr>
</tbody>
</table>

* $df$ = Degrees of freedom for regression and SE = standard error of the mean.

**Table 4.** Covariance analysis of the effect of the year of sampling (Year) on the intercept (ln $\hat{A}_x$) and slope ($\hat{b}$) parameters of the binary power law for the incidence of Sclerotinia flower blight in pyrethrum fields in Tasmania, Australia

<table>
<thead>
<tr>
<th>Factor</th>
<th>$df$</th>
<th>$df$ Factor</th>
<th>SSE</th>
<th>Diff.</th>
<th>$F$</th>
<th>$P$</th>
<th>SSE</th>
<th>Diff.</th>
<th>$F$</th>
<th>$P$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Null model</td>
<td>62</td>
<td>2</td>
<td>11.441</td>
<td>8.644</td>
<td>2.798</td>
<td>9.709</td>
<td>0.000</td>
<td>11.441</td>
<td>9.680</td>
<td>1.761</td>
</tr>
</tbody>
</table>

* $df$ SSE = degrees of freedom for the model sum of squares error (SSE); $df$ factor = degrees of freedom for factor; Diff. = difference between the SSE of the binary power law model versus the binary power law model with year included in the analysis; and $F$ = significance level for the difference between SSE of the binary power law model versus binary power law model with year as determined by an $F$ test, where $F = (factor\ SSE/df\ factor)/(model\ SSE/df\ model)$. 

---

**Image:**

**Fig. 5.** Relationship between the logarithms of the observed variance and binomial variance of the incidence of Sclerotinia flower flight in pyrethrum fields in Tasmania, Australia. The solid line is the least squares regression fit to all 3 years and the dashed line represents for a binomial (random) distribution of disease incidence. Slope and intercept parameter estimates are given in Table 3.
These results will allow for the development of testable hypotheses on the relative contributions of inoculum to the spatial patterns of Sclerotinia flower blight, and to make inferences concerning the most appropriate management options based on the temporal disease progress of epidemics. Future research will aim at quantifying the losses caused by this disease, identifying the site-specific risk factors affecting disease development, and an assessment of whether this information can be combined into a predictive model to optimize fungicide usage. Describing the relationship between Sclerotinia flower blight and crown rot in subsequent seasons is also paramount for the design of these management strategies.
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