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ABSTRACT: Managers, regulators, and researchers of aquatic ecosystems are increasingly pressed to consider large areas. However, accurate stream maps with geo-referenced attributes are uncommon over relevant spatial extents. Field inventories provide high-quality data, particularly for habitat characteristics at fine spatial resolutions (e.g., large wood), but are costly and so cover relatively small areas. Recent availability of regional digital data and Geographic Information Systems software has advanced capabilities to delineate stream networks and estimate coarse-resolution hydrogeomorphic attributes (e.g., gradient). A spatially comprehensive coverage results, but types of modeled outputs may be limited and their accuracy is typically unknown. Capitalizing on strengths in both field and regional digital data, we modeled a synthetic stream network and a variety of hydrogeomorphic attributes for the Oregon Coastal Province. The synthetic network, encompassing 96,000 km of stream, was derived from digital elevation data. We used high-resolution but spatially restricted data from field inventories and streamflow gauges to evaluate, calibrate, and interpret hydrogeomorphic attributes modeled from digital elevation and precipitation data. The attributes we chose to model (drainage area, mean annual precipitation, mean annual flow, probability of perennial flow, channel gradient, active-channel width and depth, valley-floor width, valley-width index, and valley constraint) have demonstrated value for stream research and management. For most of these attributes, field-measured, and modeled values were highly correlated, yielding confidence in the modeled outputs. The modeled stream network and attributes have been used for a variety of purposes, including mapping riparian areas, identifying headwater streams likely to transport debris flows, and characterizing the potential of streams to provide high-quality habitat for salmonids. Our framework and models can be adapted and applied to areas where the necessary field and digital data exist or can be obtained.
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INTRODUCTION

Although increasingly important for research and management of aquatic ecosystems, information on the location and characteristics of streams over large areas, spanning hundreds to millions of square kilometers, is often lacking. Stream maps (hydrography) have been produced with standard methods and are publicly accessible for many areas of the world (e.g., Geoscience Australia, 2003; DWAF (Department of Water Affairs and Forestry), 2006). Hydrography at cartographic scales of 1:24,000 and 1:100,000 is available for much of the continental United States (U.S.) (USGS, 2000). However, hydrography at these relatively coarse scales may not accurately reflect the spatial extent or location of streams. Because hydrographic data can vastly under represent streams in highly dissected terrain (Hansen, 2001), streams missing from standard hydrography have been mapped from contour crenulations on topographic maps or from air photos to create “enhanced” hydrography, as illustrated in Figure 1A. Such mapping is labor intensive and so is undertaken only for small...

FIGURE 1. An Example Area in the Oregon Coastal Province Illustrating Issues With Standard Hydrography and With Synthetic Stream Networks. (A) Standard 1:24,000-scale and 1:100,000-scale hydrography overlaid with an enhanced stream layer, which includes streams not represented on the standard hydrography; (B) Inconsistencies in drainage density between the 1:24,000-scale hydrography as enhanced from air photos on U.S. Forest Service land and the standard hydrography available on nonfederal lands; (C) Feathering of stream channels on planar hillslopes is a problem that arises from algorithms in many software packages used to delineate stream networks from digital elevation data.
areas. Combining enhanced hydrography with standard hydrography may offer little benefit over broad areas as stream densities differ between the two data types (Figure 1B).

Public sources of hydrography typically lack basic information necessary to describe stream habitats. Fine-resolution data on stream habitat characteristics (such as pools or large wood) are commonly obtained by field inventories, using for example the methods of Hankin and Reeves (1988). Coarse-resolution data on hydrogeomorphic attributes (such as stream gradient or channel confinement), which indicate the value of habitat for lotic species (e.g., Montgomery and Buffington, 1997; Dunham et al., 2002; Burnett et al., 2007), can be obtained manually from topographic maps. Both fine-scale and coarser-scale data can be linked to hydrography in a Geographic Information Systems (GIS) (e.g., Ganio et al., 2005; Burnett et al., 2006). Manual methods to collect and link habitat data to hydrography are time consuming and costly, thus resulting outputs considered over large areas are often inconsistent or patchily distributed. Probabilistic sampling has helped satisfy the need for regionally consistent data (Stevens and Olsen, 1999; Reeves et al., 2004) but does not yield a spatially continuous description of streams.

The advent of regional digital data, together with powerful and inexpensive computers, facilitates modeling approaches in a GIS framework that can delineate synthetic hydrography and consistently estimate coarse-resolution attributes over large areas. Synthetic stream networks have been delineated from digital elevation models (DEMs) (e.g., Garbrecht and Martz, 1997; Ghizzoni et al., 2006; Lin et al., 2006) and, as illustrated in Figure 1C, can be produced with algorithms in available software packages. The spatial extent and accuracy of the results depend on numerous factors, including the resolution and quality of the DEMs, the underlying terrain, and the algorithms employed. Digital elevation data are used also to model stream attributes, including drainage area; channel gradient, sinuosity, and width; valley floors; and tributary junctions (Montgomery et al., 1998; Gallant and Dowling, 2003; Noman et al., 2003; Benda et al., 2004; Davies et al., 2007; Wondzell et al., 2007). Modeled outputs can be associated with reaches in existing hydrography or generated simultaneously with stream reaches from DEMs. Either approach can provide spatially continuous results over a relatively large area from which aquatic habitat characteristics can then be inferred. For example, Lunetta et al. (1997) derived stream gradients from 30-m DEMs to identify potential salmon habitat throughout western Washington. Field data have been incorporated to evaluate or improve the accuracy of such DEM-derived products; however, these efforts were restricted to only one or a few stream attributes (Hemstrom et al., 2002; Noman et al., 2003; Davies et al., 2007).

Our objectives in this paper were to develop and apply methods that couple digital elevation data with higher resolution but spatially restricted field data to: (1) evaluate, calibrate, and interpret hydrogeomorphic stream attributes; (2) develop new or apply existing empirical models to estimate a larger set of attributes; and (3) delineate and evaluate a high-resolution stream network with stream attributes modeled at the reach level over a broad area. Specifically, we demonstrate for the entire Oregon Coastal Province, the use of 10-m DEMs to model a synthetic stream network along with drainage area, accumulated mean annual precipitation, mean annual flow, probability of perennial flow, channel gradient, active-channel width, active-channel depth, valley-floor width, valley-width index, and valley constraint. Such modeled stream networks can be a resource for land managers and regulators in strategic planning for large areas. The attributes reflect the capacity of streams to provide habitat and the likely response of streams to disturbance, and can be used to classify stream reach morphology (Wohl and Merrit, 2005), to explain variation in finer-scale habitat features and use by stream biota (e.g., Montgomery and Buffington, 1997; Pess et al., 2002; Roni, 2002; Wyatt, 2003), and to identify streams for different levels of riparian protection (e.g., USDA and USDI, 1994).

STUDY AREA

The Coastal Province occupies 28,873 km² of western Oregon (Figure 2). It is underlain primarily by marine sandstones and shales, although basaltic volcanic rocks predominate in some watersheds. Except for interior river valleys and a prominent coastal plain in a few places, the province is mountainous. Elevations range from 0 to 1250 m. Uplands are highly dissected with drainage densities up to 8.0 km/km² (FEMAT, 1993). Cool dry summers and mild wet winters, with heavy precipitation falling mostly from October to March, describe the climate. Potential natural vegetation is a highly productive coniferous forest consisting mainly of Douglas-fir (Pseudotsuga menziesii), western hemlock (Tsuga heterophylla), western redcedar (Thuja plicata), and along the coast, Sitka spruce (Picea sitchensis). Most of the current for-
estland is in relatively young seral stands, and the larger river valleys have been cleared for agriculture. The study area supports five salmonid species: steelhead (Oncorhynchus mykiss), coho salmon (Oncorhynchus kisutch), cutthroat (Oncorhynchus clarkii), Chinook salmon (Oncorhynchus tschawytscha), and chum salmon (Oncorhynchus keta). Steelhead is listed under the U.S. ESA (1973) as a Species of Concern in the Oregon Coastal Evolutionarily Significant Unit (ESU). Coho salmon was recently relisted as a Threatened species in the Oregon Coastal ESU.

METHODS

Digital Data

We used USGS 10-m DEMs (Underwood and Crystal, 2002; Clarke and Burnett, 2003). The USGS contractor created these by interpolating elevations at DEM grid points from the digital line graph contours on 7.5-minute USGS topographic quadrangles (USGS, 1998). Streams mapped on the quadrangles (blue-line streams) were used to infer constant slope between
contours and further constrain interpolated elevations.

Mean annual precipitation (mm/year) data were from the Parameter-elevation Regressions on Independent Slopes Model (PRISM) (Water and Climate Center of the Natural Resources Conservation Service, 1998). These data were modeled using precipitation records from 1961 through 1990 and were in a 4 km resolution grid. We assigned mean annual precipitation data to each 10-m DEM cell by overlaying the PRISM grid.

**Geomorphic and Hydrologic Field Data**

Field data to develop the stream attributes were from six sources (Table 1 and Figure 2). The Oregon Department of Fish and Wildlife (ODF&W) supplied field-survey data from 1998 through 2001 for a variety of stream attributes (Flitcroft et al., 2002; Moore et al., 2002; ODF&W, 2007). Data were for reaches drawn from a spatially balanced, probabilistic sample of west-draining, wadeable streams depicted on 1:100,000-scale USGS topographic maps (ODF&W, 2007). Stream reaches were approximately 500-1,000 m long, and many had endpoints identified using a global positioning system (GPS). We selected the subset of reaches with both habitat surveys and estimates of juvenile salmonid abundance and included reaches with only habitat surveys when the endpoints were located with GPS. If a reach was surveyed in multiple years, we used data for the year with an annual flow that most closely approximated the mean, as determined from the nearest streamflow gauge.

The Environmental Monitoring and Assessment Program (EMAP) (Stoddard et al., 2005) supplied field data on active-channel depth and width for large streams (with drainage areas exceeding those of the ODF&W reaches (Figure 2 and Table 1). The EMAP selected sample reaches with a randomized, systematic design (Stevens and Olsen, 1999). The length of each sample reach was 40 times its low-flow wetted width. Within each sample reach, observations on active-channel depth and width were systematically located and spaced based on a randomized design (Herlihy et al., 2000).

Data supplied by the Siuslaw National Forest (SNF) were used to identify the drainage areas associated with the upper limit of perennial streamflow. Data were collected in 2002 and 2003 during late summer for selected headwater streams of the SNF. The upper limit of perennial flow was identified in the field for each stream in the dataset. This upper limit was mapped from the slope distance along the stream channel to a road/stream crossing, which allowed the point to be geo-referenced in a GIS. Drainage area boundaries were delineated, using a stereoscope with 1:12,000-scale aerial photographs, and then transferred to digital orthophotoquads to calculate drainage area.

**Stream Network Delineation**

**Channel Initiation Criteria.** Our automated extraction of the synthetic channel network from a DEM was based on algorithms that determine flow directions, calculate specific contributing area to each DEM cell, and trace channels through all cells with a contributing area exceeding some threshold value (O’Callaghan and Mark, 1984; Jenson and Domingue, 1988). Specific contributing area is contributing area per unit length of contour, or for a DEM cell, contributing area to a cell divided by the contour length crossed by flow out of the cell. Field data were lacking on the location of channel initiation sites. Therefore, as suggested by Montgomery and Foufoula-Georgiou (1993), we intended to set the channel-initiation threshold at the inflection in a plot of inferred channel densities (channel length per unit basin area) against potential threshold values. This

<table>
<thead>
<tr>
<th>Source</th>
<th>n</th>
<th>Drainage Area (km²)</th>
<th>Years</th>
<th>Stream Attributes</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oregon Department of Fish and Wildlife (ODF&amp;W, 2007)</td>
<td>273</td>
<td>0.5-186.8</td>
<td>1998-2001</td>
<td>Drainage area, channel gradient, active-channel width, active-channel depth, valley-floor width, valley-width index, and valley constraint</td>
</tr>
<tr>
<td>Environmental Monitoring and Assessment Program (EMAP)</td>
<td>12</td>
<td>204.6-1046</td>
<td>1994-1998</td>
<td>Active-channel width and active-channel depth</td>
</tr>
<tr>
<td>Siuslaw National Forest (SNF)</td>
<td>123</td>
<td>0.0018-0.36</td>
<td>2002-2003</td>
<td>Probability of perennial flow</td>
</tr>
<tr>
<td>USGS Gauging Stations</td>
<td>9</td>
<td>16.1-1727.5</td>
<td>1961-1990</td>
<td>Drainage area and mean annual flow</td>
</tr>
<tr>
<td>Castro and Jackson (2001)</td>
<td>5</td>
<td>323.7-1828.5</td>
<td>1995</td>
<td>Active-channel depth</td>
</tr>
</tbody>
</table>
inflection indicates that channel densities increase sharply with decreasing threshold values and that delineated channels extend in profusion (feathering) onto unchannelized hillslopes (Figure 1C). However, the inflection can be indistinct and extensive feathering occurred when channels were delineated with a threshold chosen to include the upper limit of perennial flow for the SNF field-mapped points. Three modifications substantially reduced feathering: (1) we applied different thresholds for low-gradient and high-gradient areas, consistent with observations that channel initiation processes may differ for these areas (Dietrich et al., 1992); (2) for low-gradient areas, we used a slope-dependent threshold, consistent with processes of channel initiation on gentle slopes (Montgomery and Foufoula-Georgiou, 1993); and (3) we incorporated a topographic convergence threshold into our criteria for channel initiation for both low-gradient and high-gradient areas.

On steep slopes in the study area, channels tend to be formed by landsliding and associated debris flows (Stock and Dietrich, 2006); on gentler slopes, channels are generally eroded by overland flow. Using field-mapped landslide locations (Robison et al., 1999), we observed that no landslides initiated below DEM-derived slope gradients of 25%. For areas with gradients less than 25%, we used a slope-dependent threshold (Montgomery and Foufoula-Georgiou, 1993); the inflection in the plot of inferred channel densities against potential threshold values indicated a threshold of 16 m (Figure 3a). For slope gradients greater than 25%, we used a specific contributing area threshold with no slope dependence; the inflection in this plot of inferred channel densities against potential threshold values indicated a threshold of 360 m (Figure 3b).

To exclude channel initiation on planar hillslopes, we incorporated topographic convergence into the criteria for channel initiation. On a topographic map, down-slope-aligned contour crenulations, indicating upward-curved topography, are associated with areas of flow concentration and presence of stream channels. Because the DEMs were interpolated from contour lines, we could use information on topographic convergence to constrain the upslope extent of channels. Topographic convergence for a DEM cell was measured as the summed proportion of each of the eight adjacent cells that flowed into it using the $D_8$ flow direction algorithm of Tarboton (1997). This algorithm proportions flow out of a cell into downslope cells based on slope aspect, with flow allowed into at most two downslope cells. If there is no flow into a cell (a high point), this sum is zero; if all adjacent cells flow into a cell (a single-cell pit), this sum is eight. In addition to the thresholds for channel initiation, we required a minimum flow convergence. By assessing mapped results from several potential values, we found that a convergence measure of at least 1.75 inflowing cells that persisted for at least two cells along any flow path worked well to eliminate feathering of delineated channels onto planar hillslopes.

Channel Flow Directions. Downslope dispersion was not allowed for DEM cells identified as stream channels and thus flow was directed to one of the eight adjacent cells ($D_8$ flow algorithm). Typical algorithms direct channelized flow along the route of steepest descent (e.g., O’Callaghan and Mark, 1984); however, this sometimes produces small streams that diverged from the path indicated by contour crenulations. We found that modeled streams were better located by constraining the algorithm to direct flow to the downslope point with the largest topographic convergence, which in most but not all cases is the direction of steepest descent. For directing flow through flat areas, we used the algorithm described by Garbrecht and Martz (1997),
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which defines flow directions away from adjacent higher elevations and towards the lowest elevation bordering the flat zone.

The D∞ flow-direction algorithm was used to estimate the contour length crossed by flow out of each DEM cell (necessary for calculating specific contributing area). The algorithm calculates flow directions for each of the eight triangular facets defined by the center point of a cell and its eight neighbors (Tarboton, 1997). For each facet having flow out of the cell, we used the projection of flow direction on the exterior facet edge as a measure of contour length crossed by flow exiting the cell from that facet. Thus, contour length for flow perpendicular to the edge is equal to the facet edge length (one half the cell length); contour length for flow at an angle of 60° to the edge is one half the edge length; and contour length for flow parallel to or away from the edge is zero. These projection lengths are summed over all eight facets. Contour length for planar flow through a cell is one cell length, for divergent flow is more than one cell length, and for convergent flow is less than one cell length.

Stream Attributes

Stream attributes were calculated for each DEM cell in the delineated stream network. Depending upon the attribute, cell-level values were averaged over the length of a reach or assigned to a reach based on the value at the downstream-most cell. Reach-level values for the entire Oregon Coastal Province were ultimately written to a vector file in the ESRI shapefile format (ESRI, 1998). Reach breaks were placed to minimize the variance of channel gradient, valley-floor width, and drainage area in a reach while keeping lengths about 20 times the active channel width. This approximated guidance for defining reaches in the ODF&W field surveys (Moore et al., 2002).

We geo-referenced field-surveyed stream reaches (ODF&W and EMAP) and USGS streamflow gauge sites on the delineated stream network using field maps and latitude and longitude coordinates. Field-measured values for these surveyed reaches and gauge sites were compared with attribute values modeled from the DEMs.

All regression models were developed in StatGraphics (Version 4, 1999 StatPoint, Inc., Herndon, Virginia). Observations with unusually high studentized residuals (>3) or leverage values (>5 times the average) for a particular regression were evaluated for unusual circumstances or data collection errors, which we determined by checking field notes, the location of the reach, and other field and modeled attributes. These observations were excluded from analyses and reported degrees of freedom reflect this.

Drainage Area. This was estimated using the D∞ flow accumulation algorithm (Tarboton, 1997) for DEM cells upslope of modeled channel initiation points and using a D-8 flow algorithm (O’Callaghan and Mark, 1984) for cells downstream of these points. Drainage area (km²) for each reach in the delineated stream network was specified as the contributing area to the downstream-most cell in the reach. To evaluate results, modeled drainage areas were regressed against mapped drainage areas determined from 7.5-minute Digital Raster Graph (DRG) data by ODF&W for the basin upstream of their field survey reaches. Values of modeled and mapped drainage areas were also regressed for reaches in the delineated stream network that contained the nine USGS gauging stations.

Accumulated Mean Annual Precipitation. Mean annual precipitation volume for each stream cell was calculated by accumulating the PRISM precipitation data (Water and Climate Center of the Natural Resources Conservation Service, 1998) over the contributing area to the cell. This was calculated concurrently with drainage area, using the algorithms previously described for flow accumulation. The accumulated mean annual precipitation (mm/year) assigned to each reach was the accumulated volume divided by drainage area, both for the downstream-most cell in the reach.

Mean Annual Flow. Mean annual flow (m³/s) was modeled from drainage area and accumulated mean annual precipitation for each stream cell from the equation of Lorenzen et al. (1994) for western Oregon. Each reach was assigned the modeled mean annual flow at the downstream-most cell in the reach. We deviated in applying the Lorenzen et al. (1994) equation by replacing the 1993 version of PRISM precipitation data (Daly et al., 1994) with the 1998 version (Water and Climate Center of the Natural Resources Conservation Service, 1998) and by replacing mean annual precipitation estimated only at each flow gauge with the accumulated mean annual precipitation for the area draining to each gauge. To evaluate if these data upgrades prescribed use of the Lorenzen et al. (1994) equation, we regressed modeled and measured mean annual flows for reaches on the delineated stream network that contained the nine USGS gauging stations. These gauges had the same period of record as the precipitation data and so were a subset of the gauges used to develop the Lorenzen et al. (1994) equation.
Probability of Perennial Flow. We constructed a cumulative distribution function from drainage areas corresponding to the upper limit of field-determined perennial flow for streams in the SNF data. Thus for any given drainage area, we could estimate the probability that a stream is perennial from the proportion of SNF streams with perennial flow. The estimated probability of perennial flow was then assigned from the cumulative distribution function to each reach in the delineated stream network based on drainage area for the reach.

Channel Gradient. Because the DEM elevations were interpolated from contour lines, a point of known elevation occurred wherever a contour crossed an inferred stream channel. Locations of these crossings were estimated by searching for elevations equal to multiples of the contour interval (where hypsography is available, a better method is to directly overlay the DEM with these contours). Modeled channel gradient was calculated for the channel section between consecutive contour-stream crossings by dividing the estimated length of the channel section into the contour interval. With this method, each cell in the delineated stream network was assigned a channel gradient and each reach was assigned the mean value for cells in the reach. Because the estimated channel length associated with each cell varies with flow direction, we used a length-weighted mean.

As an evaluation, we compared modeled channel gradients with channel gradients estimated from 1:24,000-scale USGS topographic maps for a random selection of 20% of the ODF&W reaches ($n = 52$). Channel gradient for a randomly selected point within each reach was calculated for the section of stream between the two contours encompassing the point by dividing the length of the stream section into the contour interval. These map-based gradients were regressed with the modeled gradients for reaches on the delineated stream network that contained the randomly selected points.

We evaluated modeled channel gradients also through regression with field-measured channel gradients for reaches in the ODF&W data. From the field-measured gradients of component habitat units (Moore et al., 2002), we calculated a length-weighted average for each ODF&W reach.

Active-Channel Width. We modeled active-channel width (m) for each stream cell as a power function of modeled mean annual flow (m$^3$/s) (Leopold and Maddock, 1953) using field-measured values for reaches in the ODF&W and EMAP data. Cell-level values were averaged to obtain a reach-level active-channel width. Active-channel width is defined as the estimated distance across the channel at bankfull flow, which is the maximum streamflow attained every 1.5 years on average (Moore et al., 2002).

Active-Channel Depth. We modeled active-channel depth (m) for each stream cell, following Dunne and Leopold (1978), as a power function of drainage area (km$^2$) using measured values in the data of ODF&W, EMAP, and Castro and Jackson (2001). Cell-level values were averaged to obtain a reach-level active-channel depth. Active-channel depth is defined as the estimated channel depth at bankfull flow (Moore et al., 2002).

Valley-Floor Width. Valley-floor width (m) for each stream cell was modeled as the length of a transect that intersected the valley wall at a distance above the channel elevation equal to five times the active-channel depth. We selected a height of five active-channel depths by visually comparing the 7.5-minute DRG data to valley-floor widths estimated at different multiples of active-channel depth. Each transect was oriented to minimize its length, addressing uncertainties about exact valley orientation and avoiding gross overestimations, particularly at tributary junctions. Therefore, any cell-level valley width that exceeded 2.5 times the median in a centered window of 10 cells was identified as an error and replaced by a linear fit through the remaining values. Cell-level values were averaged to obtain a reach-level valley-floor width.

We evaluated modeled valley-floor widths against widths of the 100-year floodplain on Federal Emergency Management Agency (FEMA) maps (FEMA, 1996, 1998), which are highly accurate but available only for larger rivers. Streams in the delineated network with a drainage area exceeding 180 km$^2$ were overlain on a grid of evenly spaced points. For each point that fell on a stream within a 100-year FEMA-mapped floodplain ($n = 124$), the distance was measured twice across the floodplain. The average distance for each point was then regressed with the modeled valley-floor width of the nearest reach to the point.

The modeled valley-floor width was also evaluated in univariate regressions with terrace width and with floodprone width for the subset of ODF&W reaches for which we had these data on smaller wadeable streams. Terrace width (m) is the inter-terrace distance measured between the first high terrace lip on each side of the channel (Moore et al., 2002). Flood-prone width (m) is the width of the valley floor inundated during a 50-year return interval flood (Moore et al., 2002).

Valley-Width Index. We calculated the valley-width index as the ratio of the modeled valley-floor
width to the modeled active-channel width for each stream reach. The modeled and field-estimated values of valley-width index were regressed for reaches in the ODF&W data. Valley-width index was estimated in the field for each reach by visually approximating the number of active-channel widths necessary to fill the valley (Moore et al., 2002).

**Valley Constraint.** Valley constraint was interpreted relative to field-determined channel-form classes in the ODF&W data (Moore et al., 2002) that best reflected whether a stream reach was confined by adjacent hillslopes. We used ODF&W reaches in the class “constrained by hillslopes” and called these constrained \((n = 91)\) and in the two unconstrained classes (anastomosing channel and predominantly single-channel) and called these unconstrained \((n = 33)\). None of the ODF&W reaches were classed as “constrained by bedrock” or as “unconstrained-braided.” We excluded the one reach in the ODF&W data classed as “constrained by landuse” as well as all reaches classed as either “constrained by terrace” or “alternating terrace and hillslope,” because terraces are less permanent features that are not reliably represented in the DEMs.

The difference between the field-determined constrained and unconstrained classes was evaluated with one-way ANOVA on the modeled valley-width index (SAS version 8.2; PROC GLM) for the ODF&W reaches. We analyzed the ranked data because parametric assumptions could not be met.

We identified the group of ODF&W reaches with a modeled valley-width index that was less than or equal to the median for the field-determined constrained class as constrained, or greater than or equal to the median for the field-determined unconstrained class as unconstrained. Agreement between the field-determined classes and identified modeled groups for valley constraint was displayed in a contingency table and evaluated with the correct classification rate and the Cohen’s kappa statistic (change-adjusted correct classification rate) (Lowry, 2006).

Given our findings, we assigned reaches in the modeled stream network a value describing the likelihood of being constrained by adjacent hillslopes. Reaches with a modeled valley-width index that was less than or equal to the median for the field-determined constrained class were assigned a 100% likelihood of being constrained by adjacent hillslopes. Reaches with a modeled valley-width index greater than or equal to the median for the field-determined unconstrained class were assigned a 0% likelihood of being constrained. For reaches with a modeled valley-width index between these medians, a likelihood of being constrained \(L_c\) between 0 and 100% was assigned based on a linear equation derived from the medians.

**RESULTS AND DISCUSSION**

**Stream Network Delineation**

Figure 4 illustrates that our modeling approach, with channel-initiation thresholds set to 16 m for hillslopes less than 25% (Figure 3a) and to 360 m for steeper slopes (Figure 3b), appeared to delineate streams in the Oregon Coastal Province that were resolved by the digital elevation data. These threshold values can be evaluated or refined if field maps of channel initiation points become available (Lin et al., 2006). The approximately 96,000-km synthetic stream network closely matched the location of 1:24,000-scale USGS hydrography and captured many small streams not represented in that hydrography (Figure 4). Subject to limitations in the DEMs, the modeling approach produced a stream network of consistent density across all land ownerships. The synthetic stream network extended to drainage areas that included the upper-most extent of many, but not all, field-mapped perennial streams. By incorporating dependence on topographic convergence to identify channel initiation points, we were able to extend the stream network to these small drainage areas without “feathering” of channels onto planar hillslopes. This is not possible, as illustrated by Figure 1C, with most available software packages that use standard algorithms lacking sensitivity to local topographic convergence. Because these small streams can provide habitat and can transport food resources, sediment, and wood to larger channels downstream (Gomi et al., 2002; Moore and Richardson, 2003; Bryant et al., 2004), accurate representation is important for assessing stream conditions and for designing riparian protection strategies.

**Stream Attributes**

**Drainage Area.** Values of modeled drainage area were highly correlated and plotted along a 1:1 line with those mapped by ODF&W \((R^2 = 0.99; df = 265; p < 0.0001)\) and by the USGS \((R^2 = 0.99; df = 8; p < 0.0001)\). These results indicated that field-surveyed reaches and flow gauges were correctly geo-referenced to the synthetic stream network and that drainage areas were accurately modeled over the ranges in the ODF&W and USGS datasets. This was
Important because several other stream attributes were determined as functions of drainage area.

Mean Annual Flow. Modeled mean annual flows were highly correlated with, but somewhat overestimated, field-measured values (Figure 5). As a result, we decided that the Lorensen et al. (1994) equation was suitable for modeling mean annual flow from the newly available precipitation estimates. Although a nonlinear equation for mean annual flow, such as that of Lorensen et al. (1994), may perform better in regional applications than a linear model, the flow estimate downstream of a confluence will not equal the estimates summed for the two upstream channels. This inconsistency underscored that each modeled value was reasonably accurate but fell within some range of the actual value and influenced our decision not to correct for the slight bias in modeled
mean annual flows. If desired later, any overestimation could be easily corrected via the regression relationship between modeled and measured flows.

Estimates of mean annual flow are valuable for evaluating regional riparian policies and for characterizing fish habitat potential. Riparian policies for state and private lands in Oregon differ based on mean annual flow (Young, 2000); riparian management areas are narrower and activities are less restricted along streams with lower flows. Mean annual flow is also a key component in models that assess the potential of streams to provide high-quality habitat for juvenile steelhead and coho salmon (Burnett et al., 2007). Equations are provided in Lorensen et al. (1994) to estimate mean annual flow elsewhere in Oregon. Equations for California (e.g., Agrawal et al., 2005) have been incorporated directly into our framework to model flow, which can be done for other areas if mean annual precipitation data are available.

**Probability of Perennial Streamflow.** Based on the cumulative distribution function in Figure 6, we assumed perennial flow in all reaches with drainage areas greater than 0.36 km² but in no reaches with drainage areas less than 0.01 km². For intermediate drainage areas, the probability of perennial flow in a reach was estimated from the percentage of SNF streams with perennial flow (Figure 6). For example, at a drainage area of 0.04 km², we assign a 70% probability of perennial flow to reaches in the synthetic stream network because 70% of streams in the SNF data had perennial flow (Figure 6). As a point of reference, the delineated network identified at a 70% probability of perennial flow somewhat overestimated the extent of streams on 1:24,000-scale USGS topographic maps (Figure 4). The ability to distinguish perennial streams is beneficial when characterizing current riparian protection or modeling alternatives because policies may differ between perennial and intermittent stream types (e.g., USDA and USDI, 1994). Until now, these stream types could be differentiated only in the field, and thus, only over small areas for the Oregon Coastal Province.

Although landscape characteristics, such as geology, climate, and land cover, can affect the point of transition to perennial flow, we did not stratify the SNF data by any other dataset and develop multiple cumulative distribution functions. Reasons for the decision are that the resolution of the secondary datasets was generally too coarse to characterize small headwater streams accurately and the spatial extent of the SNF data did not encompass the regional variation in the secondary datasets. To illustrate, when the SNF data were stratified by rock type (Walker and MacLeod, 1991), only three of eight rock types contained more than five observations on the point of perennial flow. Further, the median drainage area at that point did not differ among rock types (Kruskal-Wallis test statistic = 12.52; df = 7; p = 0.19). As additional data become available, the cumulative distribution function can be refined, the data can be stratified and new functions developed, or other approaches, such as logistic regression, can be explored for distinguishing perennial streams.

**Channel Gradient.** Montgomery et al. (1998) identified a number of issues that may prevent accurate estimation of channel gradient from DEMs, such as occurrence of pits in the DEM or finer-scale topography that is poorly represented. Our modeling approach alleviated many of these problems, as indicated by the close relationship between modeled channel gradients and those manually determined from 1:24,000-scale USGS topographic maps (R² = 0.94; df = 51; p < 0.0001) (Figure 7a). Channel gradient is a key attribute for characterizing channel...
type and response to disturbance (Montgomery and Buffington, 1997), fish habitat (Lunetta et al., 1997; Montgomery et al., 1999; Wyatt, 2003), and streamside areas (Hemstrom et al., 2002). But, both map-derived and DEM-derived estimates may differ from gradients measured in the field, which are the values with potential to affect stream ecosystems.

Field-measured and modeled channel gradients were highly correlated for stream reaches in the ODF&W data (Figure 7b). However, the resulting regression relationship suggested that field-measured gradients were overestimated at modeled gradients exceeding 1.08%. Isaak et al. (1999) obtained similar results for streams in Wyoming. A partial explanation for such overestimations is that, for a given stream section, measured length increases as the measurement resolution becomes finer (Mueller, 1979; Mark, 1983). Therefore, field-measured stream lengths are expected to be greater than coarser-resolution DEM-estimated lengths, and differences between the two should increase as the terrain becomes more complex. Likewise, gradient, which is change in elevation divided by reach length, is expected to differ more between field-derived and DEM-derived estimates in more complex, higher gradient terrain. To better reflect stream conditions and distributions of salmonids, we calibrated modeled channel gradients using the regression relationship with measured field gradients (Figure 7). We chose not to calibrate modeled gradients greater than 20%, because few ODF&W reaches had field gradients exceeding this. Both calibrated and un-calibrated gradients were included in model output files.

As illustrated in Figure 8, modeled channel gradient can be used to map the likely extent of salmonid distribution. In this example, similar to Burnett et al. (2007), we assumed use by coho salmon in areas downstream of reaches with modeled gradients exceeding 7%. The gradient calibration improved the ability to approximate the coho-salmon-bearing stream network as mapped by ODF&W (2003) (Figure 8). Analogously, the fish-bearing portion of the stream network could be mapped by assuming use in any reach downstream of modeled gradients exceeding 20%, consistent with guidance provided by the Oregon Department of Forestry (1997). Because riparian policies for both public and private lands are typically more restrictive along fish-bearing streams (USDA and USDI, 1994; Young, 2000), distinguishing between potentially fish-bearing and nonfish-bearing portions of stream networks allows decision makers to evaluate differences between riparian policies over broad spatial extents.

**Active-Channel Width.** The empirical relationship we derived to estimate active-channel widths (Figure 9) is consistent with those for other areas with relatively high precipitation (e.g., Leopold et al., 1964; McKerchar et al., 1998). The relationship predicts that active-channel width increases consistently in the downstream direction. Although generally true, local sources of variability, such as bedrock nick points, can affect habitat potential but are not reflected in this broad-scale relationship. Active-channel width indicates flows critical for shaping and maintaining channel morphology over time and is commonly applied to describe stream size and to evaluate the potential for a stream to interact with its floodplain.

**Active-Channel Depth.** The empirical relationship to estimate active-channel depths (Figure 10) approximated that of Ghizzoni et al. (2006) and fit the data better than the analogous relationship based on flow. Active-channel depth reflects flows critical for shaping and maintaining channel morphology and was needed in our approach for calculating valley-floor width.
Valley-Floor Width. Limited availability of appropriate measures hampered evaluation of valley-floor widths across all stream sizes. Modeled valley-floor widths for larger streams were reasonably correlated with width measurements from points along 100-year floodplains mapped by FEMA (Figure 11). Our reach-scale estimates averaged out variation represented by point estimates of valley width from the FEMA maps. Modeled valley-floor width was weakly related to the floodprone width ($R^2 = 0.15; \text{df} = 239; p < 0.0001$) and to the terrace width ($R^2 = 0.22; \text{df} = 239; p < 0.0001$) in the ODF&W data. These widths were narrower than the modeled valley-floor width for almost every reach, which was expected given the field measures were not defined as the 100-year floodplain. Consequently, we considered neither of the ODF&W measures appropriate to evaluate valley-floor widths for smaller streams not mapped by FEMA.
Dimensionless rating curves for the Cascade Range in Washington, indicate a 100-year recurrence flow at 2.2 times the active-channel depth (Dunne and Leopold, 1978), rather than at five times the active-channel depth for which we modeled valley-floor widths. Our choice in part reflected the ability to resolve valley topography with available DEM data. Had we chosen a smaller value, modeled valley-floor widths would have been narrower and underestimated 100-year floodplain widths on FEMA maps but might have been more highly correlated with the ODF&W width estimates.

Valley floors have been identified in other modeling efforts (Hemstrom et al., 2002; Gallant and Dowling, 2003; Noman et al., 2003), however this is the only study of which we are aware that explicitly links measurements of valley-floor width to a synthetic stream network. Variations in valley width influence the suite of processes that move sediment, water, and wood into and through channels and thus affect characteristics of stream habitat, floodplains, and riparian areas of concern to managers. Wide valleys can store wood and sediment in which self-formed alluvial channels and associated habitats can develop (McDowell, 2001), but channels in such valleys can be prone to the negative effects of land management that increase sediment delivery rates or limit interaction between the stream and its floodplain (e.g., IMST, 1999). Narrow valleys offer fewer storage opportunities and tend to transport sediment. Longitudinal variations in valley width create local zones of hyporheic inflow and outflow (Edwards, 1998; Malard et al., 2002) that affect where salmon and trout spawn (Baxter and Hauer, 2000; Geist et al., 2002). Thus, comprehensive information on valley width that is linked to a digital stream network can inform strategic planning and help focus conservation and restoration activities.

Valley-Width Index. Modeled and field-estimated values of valley-width index were weakly related ($R^2 = 0.20; \text{df} = 264; p < 0.0001$). This may have several explanations, including that the field value is not based on an independent estimate of the 100-year floodplain width. Alternatively, valley-floor widths, and thus valley-width indices, modeled at the 10-m DEM resolution may be less accurate for small than large streams. However, field data were not available to quantitatively assess this.

Stream reaches with higher values of the valley-width index (>2.5), as determined in the field, are generally thought to have greater potential to interact with their floodplain and greater sensitivity to land-management effects. These unconstrained areas are more likely to have deeper pools, more wood, enlarged hyporheic zones, and complex channel patterns (Gregory et al., 1991; Montgomery and Buffington, 1997; Edwards, 1998; Buffington et al., 2002) that can influence the species and abundances of fish found there (Hicks, 1990; Nickelson, 1998; Baxter and Hauer, 2000; Burnett, 2001). Unconstrained valleys tend to be depositional zones and so may be especially susceptible to land-management effects (Frissell, 1992; Montgomery and Buffington, 1997; Montgomery et al., 1999). Due to the importance of unconstrained areas, we were hesitant to directly interpret our modeled outputs relative to the valley-width index of ODF&W and decided to classify reaches based on the potential for constraint by adjacent hillslopes.

Valley Constraint. Medians of the modeled valley-width index differed for the field-determined constrained class and unconstrained class (Figure 12). Based on the medians, we identified ODF&W reaches as constrained if the modeled valley-width index was $\leq 5.06$ and as unconstrained if the modeled valley-width index was $\geq 8.87$. Groups identified from the modeled valley-width index agreed reasonably well with the field-determined classes of valley constraint (Table 2). We were most concerned about reaches that were truly unconstrained being incorrectly assigned to the constrained group; the 8% commission error rate indicates that this was relatively unlikely.

According to these findings, we assigned each reach in the modeled stream network a likelihood of being constrained by adjacent hillslopes. A 100% likelihood of being constrained was assigned to reaches with a modeled valley-width index less than
or equal to the median for the field-determined constrained class. A 0% likelihood of being constrained was assigned to reaches with a modeled valley-width index greater than or equal to the median for the field-determined unconstrained class. For reaches with a modeled valley-width index between these two median values, a likelihood between 0 and 100% of being constrained \( (L_c) \) was assigned as

\[ L_c = 233 - 26 \cdot v, \]

where \( v \) is the valley-width index. Thus, for example, reaches with a modeled valley-width index of 8.0 were assigned a 25% likelihood of being constrained while reaches with a modeled valley-width index of 6.0 were assigned a 77% likelihood.

When we examined the assigned likelihood of being constrained relative to the 7.5-minute-DRG data, results were generally as expected except for small, headwater streams. Such streams are often in relatively steep, narrow valleys (Montgomery et al., 1998), and so our approach appeared to assign a low likelihood of being constrained to an inordinate number of these streams. It is possible that the valley-floor width was overestimated for small, headwater streams either because it was modeled at a distance too far above the channel or the resolution of the DEM was too coarse. Even a slight overestimation can inflate the valley-width index given that modeled active-channel widths were less than 1 m for many of these small streams, considerably less than the 10-m width of a DEM cell. Another possible explanation is scale-related in that the valley-width index was developed for larger, perennially flowing, fish-bearing streams to differentiate those with well-developed floodplains and so may not be relevant for smaller, intermittent, nonfish-bearing streams. In light of these considerations, the valley-width index and associated valley constraint is reasonably interpreted only for larger streams in the fish-bearing portion of the modeled network (i.e., downstream of gradients in excess of 20%).

**USES AND LIMITATIONS**

Our modeling effort was motivated by the needs of decision makers for information on the location and characteristics of streams across entire landscapes. Spatially, continuous fine-grained information on streams is limited to relatively small areas due to the high costs of acquiring, storing, and processing field and remote sensing data (e.g., LiDAR). Regionally extensive digital datasets (e.g., USGS 10-m DEMs and PRISM climate data) do exist, and although stream networks and attributes cannot be measured directly from these, they may be modeled. Consequently, we developed, adapted, and integrated a suite of models that use such digital datasets to delineate a high-resolution synthetic stream network and stream attributes necessary for inferring habitat potential and disturbance susceptibility across a large area. We capitalized on available field data to

<table>
<thead>
<tr>
<th>Identified Group</th>
<th>Constrained</th>
<th>Unconstrained</th>
<th>Total</th>
<th>Percent Correct</th>
</tr>
</thead>
<tbody>
<tr>
<td>Field-Determined Class</td>
<td>Constrained</td>
<td>46</td>
<td>11</td>
<td>57</td>
</tr>
<tr>
<td></td>
<td>Unconstrained</td>
<td>4</td>
<td>17</td>
<td>21</td>
</tr>
<tr>
<td>Total</td>
<td>50</td>
<td>28</td>
<td>78</td>
<td>81</td>
</tr>
<tr>
<td>Percent Correct</td>
<td>92</td>
<td>61</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Notes: With the method in Lowry (2006), the chance-adjusted correct classification rate (Cohen’s kappa statistic) is 71%, expressed as a percentage of the maximum possible correct classification \((0.56/0.79 \times 100)\) based on the observed marginal frequencies of 50 (constrained reaches) and 21 (unconstrained reaches).
estimate and interpret numerous stream attributes by establishing empirical relationships with features derivable from the digital datasets. Taking advantage of strengths in both digital and field data, our modeling approach can contribute to broad-scale management, regulatory, and research efforts for streams in the Oregon Coastal Province and elsewhere.

The modeled stream network and attributes have been used to consider management of riparian forests. For example, potential effects of riparian policies on forest cover were projected across the Oregon Coastal Province for riparian areas determined using our stream network (Bettinger et al., 2005; Spies et al., 2007). Additionally, Burnett and Miller (2007) used reach-specific estimates of channel gradient and valley width, coupled with empirical models of landsliding, to identify headwater channels through which wood and sediment were likely to be transported in debris flows to larger fish-bearing streams. Information on which headwater channels may be future sources of wood recruitment can aid in developing regional riparian management policies that are efficient and effective.

Outputs of our modeling approach have been widely used to characterize the potential of streams to provide high-quality habitat for salmonids. The stream network and attributes describing habitat potential (gradient, mean annual flow, and valley constraint) were used across the entire Oregon Coastal Province to assess the quality and quantity of coho salmon habitat made available by past culvert repair and replacements (Dent et al., 2005); to locate areas of high habitat potential for coho salmon and steelhead relative to land ownership, use, and cover (Burnett et al., 2007); and as inputs to estimate the maximum production potential of coho salmon smolts for consideration in ESA recovery planning (Lawson et al., 2005). Agrawal et al. (2005) adapted the approach to model a stream network and habitat potential for coho salmon, winter steelhead, and fall-run Chinook salmon throughout southwestern Oregon and northern California by recalibrating some of the regression relationships we presented and excluding areas that were naturally too warm for salmon. The stream modeling approach has also been applied to evaluate the quantity of habitat blocked by anthropogenic barriers in the Willamette and Lower Columbia River basins (Sheer and Steel, 2006) and by dams in the California Central Valley (Lindley et al., 2006).

Although modeled outputs can be directed toward a variety of purposes that require a high-resolution stream network and spatially continuous estimates of stream attributes, the level of confidence to place in these outputs depends on many factors. As our evaluations indicated, some stream attributes (e.g., gradient) were more likely than others (e.g., valley width) to accurately represent field conditions or be directly comparable to available field data. Variation in the accuracy, precision, and resolution of GIS data can also add to uncertainty in modeled outputs. For example, variations in density (km²/km²) of modeled streams arose in part from variations across the Coastal Province in the degree to which contour crowns are represented in the 1:24,000-scale USGS topographic maps and, consequently, in the DEMs derived from those maps. Field measurements, generally considered accurate, were lacking for some stream attributes in some areas (e.g., probability of perennial flow in basalt rock types). Therefore, empirical relationships were extrapolated to areas without field-measured values, increasing uncertainty in those estimates. The number of field measurements were insufficient for some stream types (e.g., reaches in larger rivers, very small streams, and unconstrained reaches) to allow model building and testing on different datasets and so derived empirical relationships could not be independently evaluated for all stream attributes.

In general, we are most confident in the reach-scale outputs for mid-order and larger streams, because these were best represented in the available field data. Even so, outputs should be cautiously applied for reach-specific analyses and are most reliable when summarized and interpreted over watersheds or larger spatial extents. Over larger areas and over time scales natural variability and other sources of uncertainty are more likely to be averaged out. Given the reliance on field measurements, the modeling approach may have limited applicability in regions lacking stream attribute data that are available for the Oregon Coastal Province. However, our results can inform data collection strategies in such areas to include geo-referenced field measurements needed to model stream attributes.

CONCLUSIONS

Combining field measurements with digital data to delineate a synthetic stream network and estimate stream attributes is a practical alternative to either fine-grained field or remote sensing methods (e.g., LiDAR) for regional mapping of aquatic resources. With a combined approach, we delineated a stream network for the Oregon Coastal Province that matched the location of streams on USGS 1:24,000-scale topographic maps, consistently represented many small streams that were not mapped in the USGS hydrography, and minimized artifact...
streams. Incorporating field data increases confidence in the modeled values of stream attributes and allows attributes to be modeled that would not be possible solely from the digital data. Broad-scale assessment of streams for management, regulation, and research is facilitated by having a wide variety of attributes linked to a high-resolution stream network. The accuracy and thus the utility of any mapped stream outputs are limited by the quality of the digital and field data used in their production. Outputs for the Oregon Coastal Province can be improved if data of higher quality or from underrepresented areas become available. Because our stream modeling approach is flexible, outputs for other regions can be modeled if the necessary digital and field data exist or can be obtained.
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