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Summary

1. Foraging underlies the ability of all animals to acquire essential resources and thus provides a

critical link to understand population dynamics. A key issue is how variation in foraging behav-

iour affects foraging efficiency and predator–prey interactions in spatially heterogeneous envi-

ronments. However, there is very little quantitative information available on this topic.

2. We evaluated the impact of variation in predator foraging on population dynamics of the

predatory mite, Phytoseiulus persimilis, and its prey, the twospotted spider mite, Tetranychus

urticae, in a heterogeneous environment.

3. Through artificial selection, we generated predator lines with high levels of prey consumption,

conversion efficiency or dispersal, which were otherwise similar in foraging and life history. With

these lines, we experimentally compared the effect of these traits on temporal and spatial pat-

terns of predators and prey.

4. We initiated the experiments in a 24-plant landscape, which contained two discrete prey

patches (i.e. prey-infested plants) under two initial predator–prey population ratios (1 : 10 and

1 : 30). Predators were introduced into one of the prey patches and were left to forage for

24 days.

5. Predator population growth was similar among the three selected lines, but the high conver-

sion efficiency line produced the most predators and had the highest predator–prey ratio, and

the high consumption and high dispersal lines were intermediate. The unselected line showed the

least predator growth and lowest predator–prey ratio throughout the experiment.

6. Initial predator–prey ratio did not affect the impact of the selected lines on prey population

growth at the high (1 : 10) ratio. However, at the low predator–prey ratio (1 : 30), the unselected

line had a much greater prey numbers than the selected lines.

7. Predators and prey were each individually aggregated, but the high conversion efficiency and

high dispersal lines showed stronger spatial association and correlation with prey, while the high

consumption line was less closely associated or correlated with the prey.

8. These results indicate that there may be multiple, equally effective strategies by which preda-

tors exploit prey in patchy landscapes, but suggest that the long-term dynamics may not be sta-

ble under all of these strategies.
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Introduction

A key unresolved question concerning predator–prey inter-

actions is how predator foraging strategy affects predator–

prey dynamics, especially in spatially heterogeneous

environments (Ives 1995; Roitberg & Mangel 1997; Morales

& Ellner 2002). Spatial heterogeneity, in terms of the distri-

bution of prey patches, is important to predator foraging

for several reasons. First, patchily distributed prey presents

a challenge for individual predators seeking food

(Tscharntke & Kruess 1999; Walde & Nachman 1999). Sec-

ond, the pattern of predation among patches of prey influ-

ences population dynamics of predators and prey (Ellner
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et al. 2001; Bell et al. 2009). Finally, the stability of preda-

tor–prey interactions may be increased when prey have a

patchy distribution (May 1978; Comins & Hassell 1979).

Thus, predator foraging provides a conceptual and mecha-

nistic link between the structure of the environment and

predator–prey population dynamics, especially in frag-

mented or changing environments.

Regional dynamics of predator–prey interactions depend

in large part on local dynamics within prey patches (Bonsall,

French&Hassell 2002; Hauzy et al. 2007). A local prey patch

can be considered a homogeneous resource, within which the

predator–prey interaction is described by Lotka–Volterra

parameters such as the rate at which predators consume prey

and the efficiency with which predators convert their food

(i.e. prey) into offspring. In landscapes composed of many

prey patches, the local, or within-patch, predator consump-

tion rate and conversion efficiency also affect regional or

among-patch dynamics because by affecting local per capita

prey availability, they affect the timing and magnitude of

predator dispersal from the patch. Although the local preda-

tor growth rate is reduced when predators disperse from a

patch, colonization of other prey patches ultimately contrib-

utes to greater predator productivity at a regional scale (Van

Baalen& Sabelis 1995). Thus, predator consumption, conver-

sion efficiency and dispersal are important to both local and

regional dynamics and interact to affect the stability of preda-

tor–prey interactions (Berryman&Gutierrez 1999).

Models of prey exploitation that assume a homogeneous

environment commonly consider predator foraging strategies

that differ only in the rate of predation. Under that scenario,

when predators and prey are homogeneously mixed in the

environment, natural selection should favour predators with

the highest consumption and population growth rates (May-

nard Smith 1982), although in the long run, this may cause

predator–prey dynamics to become unstable because prey are

overexploited (May 1972). However, when there is spatial

structure in both predators and prey distribution, alternatives

to a high consumption strategy, such as high conversion effi-

ciency or rate of emigration from a local habitat, might be

advantageous (Van Baalen & Sabelis 1995; Pels, de Roos &

Sabelis 2002). The best strategy would depend on the degree

to which predators exploit local prey populations, which in

turn depends on the spatial distribution of prey in the land-

scape, the number of migrants and the stochastic nature of

the colonization process (Pels, de Roos& Sabelis 2002).

Limited quantitative information is available concerning

the interrelations between spatial distribution of predators

and prey and population dynamics (Bell et al. 2009), and even

less is known about how predator foraging traits affect these

processes. However, theoretical treatments (Hassell & May

1985; Pels, de Roos & Sabelis 2002) and empirical evidence

(e.g. Takafuji 1977; Murdoch, Briggs & Nisbet 1996; Hanski

et al. 2004) suggest that even small differences in predator

efficiency, because of differences in foraging strategy or land-

scape structure, might greatly alter population dynamics of

predator and prey. We chose to examine the impact of preda-

tor consumption rate, conversion efficiency and dispersal on

both predator and prey dynamics in patchy landscapes. We

focussed on these traits because we expected that each of them

could affect the balance between local and regional predator–

prey dynamics in a different way. For example, in a landscape

containing more than one prey patch, a high consumption

phenotype should have a greater impact than other pheno-

types on local prey densities; we might expect this predator to

exhibit a high degree of aggregation in a local patch, but less

spatial association with prey regionally. Predators with a high

dispersal tendency should rapidly colonize distant prey

patches, resulting in a more positive spatial association with

prey at the regional level, but a less impactful predator-to-

prey ratio locally, than other phenotypes. Because a high con-

version phenotype would produce more offspring per prey

consumed, we might expect these predators to increase in a

local patch more rapidly than the other phenotypes and dis-

perse to new patches in search of food once local carrying

capacity is exceeded. Hence, a high conversion phenotype

would be more positively associated with prey both locally

and regionally, causing a greater reduction in prey numbers

than any other predator line.

Specifically, our aim was to investigate the role of these

traits on the spatial and temporal dynamics of a predatory

mite, Phytoseiulus persimilis Athias-Henriot (Fig. 1), and its

herbivorous prey, the twospotted spider mite, Tetranychus

urticae Koch. This interaction offered several advantages for

studying how foraging links landscape structure and popula-

tion dynamics. Firstly, the relationship between consumption

and reproduction by the predators was simple; P. persimilis

feeds and reproduces exclusively on spider mites, and there is

a linear relationship between the number of prey consumed

and the number of predator offspring produced (Sabelis

1981; Nachappa et al. 2010). Secondly, the spatial interac-

tions were tractable; spider mites occur in discrete patches,

and predators primarily move among patches by walking.

Thirdly, the system was easy to manipulate; whole plants can

be arranged in spatial designs that reflect the ‘natural’ envi-

ronment in which the species interact. And lastly, we had

Fig. 1. Image of adult female, Phytoseiulus persimilis (picture by

Greg Zolnerowich, Kansas State University).
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available three lines ofP. persimilis, each of which exhibited a

high level of one of the three above-mentioned traits but were

otherwise similar in foraging and life history (Nachappa et al.

2010). These lines provided material to test hypotheses about

the role of foraging in population dynamics through the

power ofmanipulative experiments (Anholt 1997).Moreover,

although others have used artificial selection to study individ-

ual foraging traits, our development of multiple lines that

were homogeneous except for a specific foraging trait gave us

a unique opportunity to experimentally compare the impact

of each of these traits on predator–prey dynamics in a patchy

landscape.

Materials and methods

S T U D Y S P E C I E S

The predatory mite, P. persimilis (Acari–Mesostigmata–Phytoseii-

dae), is an extreme feeding specialist, requiring spider mites for devel-

opment and reproduction (McMurtry & Croft 1997) (Fig. 1). This

predator is thought to be ofMediterranean or South American origin

(Dosse 1958), but it has been established in many parts of the world

since the 1960s as a biological control agent primarily for twospotted

spider mites (Van Lenteren & Woets 1988). Adult females normally

consume one prey per hour (Sabelis 1981; Nachappa et al. 2010),

whereas immatures and adult males feed much less (Bancroft &

Margolies 1996).When these predators find a spidermite colony, they

tend to concentrate searching and feeding in that area until all the

prey have been killed, after which the predators disperse. While prey

are available, the predator sex ratio is female-biased, usually close to

0Æ83, and each female can produce 60 eggs in her lifetime (Helle &

Sabelis 1985). Phytoseiulus persimilis has five developmental stages:

egg, nonfeeding larva, protonymph, deutonymph and adult (Sabelis

1981). Under the temperature conditions maintained in our experi-

ments, development time (egg to adult) at 25 �C is 3–4 days, genera-

tion time (egg to egg) is 5–7 days and average adult lifespan is 25 days

(Takafuji & Chant 1976); adult females consume prey and oviposit at

a relatively constant level throughout their adult life.

Their prey, the twospotted spider mite, T. urticae (Acari–Prostig-

mata–Tetranychidae), is a generalist herbivore with a world-wide dis-

tribution (Van de Vrie, McMurtry & Huffaker 1972). Spider mites

have five stages of development: egg, larva, protonymph, deuton-

ymph and adult. The population goes through a generation every 7–

10 days (Sabelis 1981). Adult female T. urticae are relatively seden-

tary after an initial teneral dispersive phase (Bancroft & Margolies

1996), and as long as hosts are available, most dispersal that does

occur is short-distance ambulation (Nachman 1981). They mainly

colonize the underside of leaves where they produce webbing in which

all stages live and most activity (e.g. feeding, mating and oviposition)

takes place; in this way, clusters, or patches, of spider mites develop.

The twospotted spider mites we used in our experiments were taken

from a laboratory colony maintained on lima bean plants (Phaseolus

lunatus L. cv. ‘Sieva’) at 24 �C, 60–70% relative humidity, 16 : 8 h

(L–D) photoperiod.

We derived selected lines of P. persimilis population from a popu-

lation purchased from Koppert Biological Systems, Inc. (Romulus,

MI, USA), a commercial supplier of beneficial arthropods. Artificial

selection was imposed followingNachappa et al. (2010) to create lines

that exhibited a high level of one of three traits: consumption rate,

conversion efficiency or dispersal response (see Appendix S1;

Tables S1 and S2, Supporting information). All lines weremaintained

on spider mites in separate 2-L mason jars in climate-controlled

growth chambers under temperature and humidity conditions as

described previously for spider mites. Voucher specimens of the Kop-

pert population and derived lines were deposited in the Kansas State

University Museum of Entomological and Prairie Arthropod

Research under lot number 154.

I N I T I A L P R E D AT OR –P R E Y R A T I O

The outcome of predator–prey dynamics in patchy environments

may depend on starting conditions (Kean & Barlow 2000). In this

regard, we were particularly interested in the effect of initial preda-

tor–prey ratios, which can affect time to extinction under different

conditions of fragmentation (Holyoak & Lawler 1996). Thus, we

examined predator–prey dynamics at two initial predator–prey

release ratios, which can be thought of as reflecting predator invasion

of spider mite patches either early or late in the population cycle.

Studies of predation by P. persimilis on spider mites have shown that

spider mites rapidly become extinct at a predator–prey release ratio of

1 : 10 (Markkula & Tiittanen 1976), whereas at a predator–prey ratio

of 1 : 30, the effect of the predators on spidermite populations is vari-

able (Opit, Nechols & Margolies 2004). We expected that, if the

selected traits affected predator–prey dynamics, we would observe

larger differences in spider mite numbers at a 1 : 30 predator–prey

ratio than at 1 : 10.

E XP E R I M E N T AL D ES I G N

The experimental design was a repeated measures 4 · 2 factorial with

four foraging traits (three selected lines plus an unselected control)

and two initial predator–prey release ratios (1 : 10 and 1 : 30) as fac-

tors. Data were collected four times (6, 12, 18 and 24 days after the

introduction of predators) during the experiment. The experiment or

block in its entirety was repeated three times from spring 2007

through spring 2008.

An experimental unit consisted of 24 bean plants each in a 15Æ2-cm
pot arranged in an 8 · 3 array. Plants within an array were packed

together as closely as possible to allow mites to move directly from

plant to plant. Each plant array was set in a moat to inhibit mites

from leaving and to isolate treatment combinations from each other

(Opit, Nechols & Margolies 2004), with a minimum of 3 m between

arrays.We conducted all trials in a 69Æ4-m2 greenhouse at the Throck-

morton Plant Sciences Center at Kansas State University, Manhat-

tan, KS, USA. The greenhouse held four benches, each of which held

two arrays, allowing us to run eight arrays in each trial, one for each

treatment combination. Daily temperatures and relative humidity

(RH) (mean ± standard error) for each repetition of the experiment

were the following: block 1, 24Æ25 ± 3Æ27 �C, 52Æ17 ± 15Æ89% RH;

block 2, 23Æ89 ± 4Æ19 �C, 40Æ36 ± 14Æ12% RH; block 3,

25Æ79 ± 6Æ66 �C, 42Æ26 ± 12Æ27% RH. The average length of day

and night (light–dark) was 16 : 8 (L–D) h under artificial lighting.

The experiment was designed so that all plant arrays started with

similar numbers of prey divided between two plants, one at each end

of the array (i.e. its long axis). Ten days prior to assembling the plants

into arrays, 10 adult female spider mites were introduced to each of

the plants that were to serve as initial prey patches. Prior to starting

the experiment, the number of prey was estimated by counting only

adult females on each plant. Prey patch plants were added to the

array, and then we released adult female predators (7–10 days old) in

one of the two prey patches per array. The number of predators
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released was adjusted so that we achieved the appropriate overall

predator–prey ratio based on pre-release counts of prey. The numbers

of adult prey and predators were counted on each plant in an array

once every 6 days for 24 days. Experiments ended after 24 days

because, by then, many plants showed substantial spider mite feeding

damage and were no longer suitable hosts for the prey. This duration

is coincident with the lifespan of a predatory mite and encompasses

approximately three predator generations.

S PA T I AL A N A L YS E S

To determine the distribution patterns of predatory mites and spider

mites, we used SADIE (Spatial Association using Distance IndicEs;

Perry 1995; Perry et al. 1996), a program available as a free download

at http://www.rothamsted.bbsrc.ac.uk/pie/sadie/SADIE_home_

page_1.htm. This methodology was developed explicitly for the

spatial analysis of ecological data in the form of spatially referenced

counts (Perry et al. 1999) and provides a means to measure the over-

all spatial pattern for a single set of data and spatial association for

two sets of data, e.g. location of predatory mites and spider mites

(Appendix S2, Supporting information). The aggregation index for

single data sets, Ia, is calculated such that a value of Ia � 1 is associ-

ated with a spatially random pattern, Ia > 1 with a more aggregated

pattern and Ia < 1 with a more regular pattern (Perry et al. 1999).

The measure of spatial association between two data sets is repre-

sented by X, such that X > 0 for positively associated populations,

X � 0 for populations positioned at random with respect to one

another and X < 0 for negatively associated populations. The ran-

domization method (Perry et al. 1999; Perry & Dixon 2002) was

used to construct a formal test of significance in spatial association.

The null hypothesis tested was that the spatial arrangement of

predators was random with respect to prey (i.e. no spatial associa-

tion). All SADIE statistics were generated with SADIESHELL v.1.5.3

(Rothamsted Experimental Station, Harpenden, Herts, UK).

S T A T I S T I C AL A N A L YS E S

Response variables from each 24-plant array were the following: (i)

total number of predators; (ii) total number of prey; (iii) separate

SADIE aggregation indices (Ia) for predators and prey; (iv) SADIE

spatial association index (X); and (v) correlation between predator

and prey numbers per plant (calculated as Pearson’s correlation

coefficient, r). The experimental design was a randomized complete

block design with repeated measures. A generalized linear mixed-

model analysis was conducted in a three-way ANOVA using foraging

trait, ratio and sampling time (6, 12, 18 and 24 days), and their inter-

action as fixed effects and block as random effects. Sampling time was

also a repeated measures factor. F-tests for fixed effects and t-tests for

pairwise comparisons were performed based on the chosen correla-

tion structure (Littell et al. 1996). The predator and prey counts were

log10-transformed prior to analyses to satisfy assumptions of ANOVA.

All tests used a 0Æ05 type I error rate. All computations were carried

out using PROCMIXED in SAS (SAS Institute 2001).

Results

A R T H R O P O D C OU N T S

Predators

Of the main effects, only foraging trait and time significantly

affected predator counts (Table 1). There were significant dif-

ferences in the pattern of population growth and final preda-

tor densities among the different predator lines (Fig. 2). The

high conversion efficiency line produced more offspring than

the high consumption (t62 = 1Æ91, P = 0Æ05), high dispersal

(t62 = 1Æ89, P = 0Æ05) and unselected control line (t62 =

)4Æ40, P < 0Æ0001). The high dispersal and high consump-

tion lines were not different from each other in predator

counts (t62 = )0Æ01,P = 0Æ99). There were significant differ-
ences in predator counts among the selected lines at day 18

(t62 = 3Æ0, P = 0Æ004) and day 24 (t62 = 10Æ72,
P < 0Æ0001) (Fig. 2).

Prey

Initial spider mite densities per patch were 43Æ7 ± 3Æ3,
44Æ9 ± 1Æ9 and 52Æ4 ± 6Æ4 9 (mean ± standard error) for

experiments (blocks) 1, 2 and 3, respectively. Analysis of sub-

sequent counts found that all interactions and main effects

were highly significant for prey numbers with the exception of

foraging trait–release ratio, which was not significant

Table 1. Significance of foraging trait,

predator release ratio and time on abundance

and distribution of predator (Phytoseiulus

persimilis) lines and their prey (Tetranychus

urticae). P-values highlighted in bold are

significant

Effect

Number Aggregation index (Ia)

Predator Prey Predator Prey

Foraging trait F3,62 = 6Æ50 F3,62 = 6Æ84 F3,62 = 2Æ51 F3,62 = 1Æ03
P = 0Æ0007 P = 0Æ0005 P = 0Æ07 P = 0Æ39

Ratio F1,62 = 0Æ61 F1,62 = 22Æ09 F1,62 = 4Æ42 F1,62 = 0Æ39
P = 0Æ44 P < 0Æ0001 P = 0Æ04 P = 0Æ53

Foraging trait · ratio F3,62 = 1Æ77 F3,62 = 2Æ39 F3,62 = 1Æ39 F3,62 = 0Æ95
P = 0Æ16 P = 0Æ07 P = 0Æ25 P = 0Æ42

Time F3,62 = 75Æ48 F3,62 = 83Æ16 F3,62 = 5Æ38 F3,62 = 6Æ21
P < 0Æ0001 P < 0Æ0001 P = 0Æ002 P = 0Æ0009

Foraging trait · time F9,62 = 1Æ57 F9,62 = 5Æ12 F9,62 = 2Æ40 F9,62 = 0Æ80
P = 0Æ14 P < 0Æ0001 P = 0Æ02 P = 0Æ62

Ratio · time F3,62 = 0Æ06 F3,62 = 5Æ12 F3,62 = 2Æ51 F3,62 = 0Æ63
P = 0Æ98 P = 0Æ0032 P = 0Æ07 P = 0Æ60

Foraging trait ·
ratio · time

F9,62 = 0Æ37 F9,62 = 4Æ0 F9,62 = 0Æ59 F9,62 = 0Æ76
P = 0Æ94 P = 0Æ0005 P = 0Æ80 P = 0Æ65
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(Table 1). At a predator release ratio of 1 : 10, there were no

significant differences between the selected lines and the unse-

lected line at any of the sampling times (Fig 3a). However, at

a predator release ratio of 1 : 30, the unselected line had

greater prey counts than the high conversion line

(t62 = )2Æ06, P = 0Æ04) and high consumption line

(t62 = 2Æ55, P = 0Æ02), but the unselected line was not differ-

ent than the high dispersal line (t62 = 1Æ09, P = 0Æ28), at
day 18 (Fig. 3b). At day 24, the unselected line had greatest

final prey densities compared with the selected lines (all

P < 0Æ0001; Fig. 3b).
Overall, the prey numbers were lower at the predator

release ratio of 1 : 10 than 1 : 30 at days 12 (t62 = )4Æ04,
P < 0Æ0001), 18 (t62 = )2Æ75, P = 0Æ01) and 24

(t62 = )7Æ34,P < 0Æ0001) (Fig. 3a,b).

A G GR E G A T I O N O F E A C H SP E C I E S

Predators

The only significant interaction with respect to predator

aggregation was the two-way interaction between foraging

trait and time (Table 1). Predator spatial distributions were

aggregated throughout (Ia > 1), but change in the degree of

aggregation over time varied between lines (Fig. 4). Aggrega-

tion of the unselected control continuously increased; aggre-

gation of the high consumption line increased until day 18

and then decreased, while aggregation of the high conversion

efficiency and high dispersal lines increased only slightly with

some fluctuation. On day 18, the high consumption line was

significantly more aggregated than the high conversion

efficiency line (t62 = 2Æ81, P = 0Æ01) and the high dispersal

line (t62 = 2Æ54, P = 0Æ01), while the unselected line was not

more aggregated than the high conversion efficiency line

(t62 = 1Æ93, P = 0Æ06) or the high dispersal line (t62 = 1Æ90,
P = 0Æ09). On day 24, there were no differences between the

high conversion efficiency, high consumption and high dis-

persal lines, but all were significantly less aggregated than the

unselected control (t62 = 2Æ99, P = 0Æ004, t62 = 3Æ70,
P = 0Æ001 and t62 = 2Æ44,P = 0Æ02, respectively).

Prey

There were no significant interactions in prey aggregation

and, of the main factors, only time had a significant effect on

distribution of prey populations (Table 1). Prey populations

were significantly aggregated (Ia > 1) throughout and exhib-

ited increasing aggregation as the experiment progressed.

S PA T I AL A S S OC I AT I O N O F P R E D AT O R S A N D P R E Y

There were no significant interactions among main effects in

the spatial association of predators and prey (Table 2).

The average spatial association of predators and prey was

positive for all lines (mean spatial association ± SE,

X = 0Æ03 ± 0Æ15 for the high consumption line, 0Æ20 ± 0Æ08
for the high conversion efficiency line, 0Æ29 ± 0Æ12 for the

high dispersal line and 0Æ05 ± 0Æ14 with the unselected con-

trol). The high dispersal line had higher average spatial asso-

ciation with prey than the unselected control (t62 = )2Æ23,
P = 0Æ03) or high consumption line (t62 = )2Æ45,
P = 0Æ02), but the high dispersal line was not different than

the conversion efficiency line (t62 = )0Æ88, P = 0Æ38). Spa-
tial association of predator and prey decreased over the first

three sampling periods (6, 12 and 18 days) but then increased

in the last sample period, 24 days (Fig. 5). A visual example

of spatial association maps and numerical correlation of

predators and prey is presented in Fig. S1 (Supporting

information).

C O R R E L AT I O N B E T W E E N P R E D A T O R A N D P R EY

N U M B E R S

Analysis of correlation between predator and prey numbers

per plant was similar to the spatial association analysis

(Table 2). There were no significant interactions among any

of the main effects. The conversion efficiency line (mean
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correlation ± SE, r = 0Æ33 ± 0Æ04) was not different from
the dispersal line (mean correlation ± SE,

r = 0Æ33 ± 0Æ037) (t62 = )0Æ03, P = 0Æ98), but both were

more positively correlated with prey than was the unselected

control (mean correlation ± SE, r = 0Æ16 ± 0Æ02)
(t62 = 2Æ71, P = 0Æ001 and t62 = )3Æ43, P = 0Æ001, respec-
tively) and the high consumption line (mean correla-

tion ± SE, r = 0Æ23 ± 0Æ039) (t62 = 2Æ05, P = 0Æ04 and

t62 = )2Æ02, P = 0Æ05, respectively). We detected strong

positive correlations for all predator lines at days 6 and 12,

no relationship at day 18 and strong correlation again at

day 24 (mean correlation ± SE, r, day 6: 0Æ37 ± 0Æ04,
day 12: 0Æ29 ± 0Æ04, day 18: 0Æ10 ± 0Æ06 and day 24:

0Æ29 ± 0Æ08) (all P < 0Æ0001 except day 18, t62 = 1Æ63,
P = 0Æ11).

Discussion

Spatial coincidence of predators and prey is key to their

interaction and population dynamics. In environments in

which prey are distributed in discrete patches which change in

location and abundance over time, the location and abun-

dance of predators may not consistently correlate with their

prey. This presents a challenge to individual predators, whose

success depends on their foraging strategy in relation to the

abundance and distribution of resources (Heinz & Strand

2006). This situation also challenges populations of both pre-

dators and prey, whose persistence also depends in large part

on predator foraging strategy (Huffaker 1958; Beddington,

Free & Lawton 1975; Murdoch & Oaten 1989). We posed

two questions regarding predator–prey interactions faced

with such challenges: Is there a single foraging strategy that is

likely to bemost successful in a patchy environment? To what

extent do predator–prey dynamics respond to predator forag-

ing strategy in patchy environments? To address these ques-

tions, we established a simple patchy distribution of the

twospottedmite,T. urticae, and compared temporal and spa-

tial dynamics of its interaction with predatory mite, P. per-

similis, using different artificially generated predator foraging

phenotypes and two predator–prey release ratios. We

expected that the effects of resource heterogeneity on individ-

uals and populations would depend on the behaviour and

demography of predators using that resource (Kareiva 1987).

Our results indicated that the foraging strategies by which

predators exploited prey in this simple patch system affected

both short-term success of specific phenotypes and the

dynamics of the interacting populations.

Temporal dynamics of the predator–prey interaction in a

patch are likely to be affected by the initial predator–prey

ratio, with subsequent effects on the duration of the preda-

tor–prey interaction and production of dispersive propagules

(Pels, de Roos & Sabelis 2002). In our study, the initial preda-

tor–prey ratio (1 : 10 or 1 : 30) had the expected effect on

prey dynamics under the unselected line, but such an effect

was absent under any of the selected lines. That is, when ini-

tial predator density was high relative to prey (1 : 10), as

would be the case when predators invade a recently founded

prey patch, predator foraging strategy did not affect prey

population dynamics. High predator numbers within a patch

eclipsed differences in individual consumption rate and con-

version efficiency, and prey were exploited quickly enough
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Fig. 4. Aggregation (Ia) of predators (mean ± SE) at 6-day intervals

for 24 days in a 24-plant array.

Table 2. Significance of foraging trait, predator release ratio and

time on the spatial association and correlation coefficient of predator

(Phytoseiulus persimilis) lines and their prey (Tetranychus urticae).

P-values highlighted in bold are significant

Effect

Spatial association

index (X)

Correlation

coefficient (r)

Foraging trait F3,62 = 2Æ67 F3,62 = 5Æ58
P = 0Æ05 P = 0Æ002

Ratio F1,62 = 0Æ03 F1,62 = 0Æ16
P = 0Æ86 P = 0Æ69

Foraging trait · ratio F3,62 = 0Æ30 F3,62 = 0Æ76
P = 0Æ82 P = 0Æ52

Time F3,62 = 5Æ72 F3,62 = 2Æ60
P = 0Æ0016 P = 0Æ05

Foraging trait · time F9,62 = 1Æ73 F9,62 = 0Æ88
P = 0Æ10 P = 0Æ55

Ratio · time F3,62 = 0Æ68 F3,62 = 1Æ26
P = 0Æ57 P = 0Æ30

Foraging trait ·
ratio · time

F9,62 = 0Æ29 F9,62 = 0Æ46
P = 0Æ97 P = 0Æ90
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Fig. 5. Spatial association (X) between predators and prey

(mean ± SE) at 6-day intervals for 24 days in a 24-plant array.
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that predator dispersal rates were high in all lines. However,

when initial predator density was low relative to prey (1 : 30),

as might be the case when predators found a more mature

prey colony, prey numbers increased two to threefold more

under the unselected line, while prey dynamics under all three

selected lines were similar to that seen at the higher ratio. Pre-

dators exhibiting high consumption, high conversion effi-

ciency or high dispersal were able to compensate for their

initial low density either by having high average attack rates

(Fig. 3b), with immediate effect on prey numbers, or by hav-

ing high average reproductive rates (Fig. 2), with an impact

over time. The latter effect was particularly apparent under

the high conversion line. As expected, the high conversion

efficiency line had a higher reproductive output in total than

did the high consumption line. This was in contrast to previ-

ous research (Nachappa et al. 2010) that found the high con-

sumption and conversion lines were equivalent in local

patches. This highlights how the inclusion of a landscape pat-

tern changes the outcomes predicted from a single patch or

simpler system.

Spatial dynamics, meaning the distribution of attack and

reproduction among patches, also contributed to the effi-

ciency of the selected lines independent of the initial preda-

tor–prey ratio. Predators started and remained aggregated

throughout the experiments regardless of their foraging

strategy (Fig. 4). Prey, however, while initially aggregated,

became more evenly distributed over time. Prey would

become more uniformly distributed, even in the absence of

predators, simply because they must spread from the initial

patches as they consumed plants. In addition, in the presence

of predators, prey may disperse to avoid predation (Onzo

et al. 2003). Furthermore, predators can cause a more even or

uniform prey distribution directly by predation on high-den-

sity prey patches, while prey in less dense patches are left to

persist and increase (Wilson et al. 1984). It is most likely that

changes we observed in prey aggregation under selected lines

resulted primarily from direct reduction in prey in the initial

patch; a visual comparison of prey spread from the patch into

which predators were released with that from the patch with-

out predators (Fig. S1, Supporting information) suggests that

predators decreased the rate at which prey spread.

As prey distribution becamemore uniform, spatial associa-

tion between predators and prey became less positive, as sug-

gested in a theoretical model by Bell et al. (2009). However,

we found that changes in patterns of spatial coincidence

between predators and prey depended on the foraging strat-

egy of the predators that were released into the system

(Fig. 5). Predators from the high conversion efficiency and

dispersal lines showed more positive spatial association and

numerical correlation with prey than did predators from the

high consumption and the unselected control populations.

Both of the former lines did better at tracking prey than the

unselected control (because of lower numbers) and high con-

sumption (because of lower dispersal). However, even similar

patterns of association appear to have been generated by dif-

ferent processes in each line. For instance, while both the high

dispersal and high conversion efficiency lines were able to find

and utilize new prey patches, predators from the high dis-

persal line did so because they tended to leave prey patches

sooner than the other lines (Nachappa et al. 2010), while pre-

dators from the high conversion efficiency line produced

more offspring locally, which then dispersed to find new prey

as they depleted local resources. This resulted in better track-

ing of prey density by the high conversion efficiency line than

other lines despite their average dispersal rate from a prey

patch (Table S1, Supporting information). In contrast, pre-

dators from the high consumption line remained within a

prey patch and consumed more prey locally than other lines,

which delayed their dispersal and colonization of unexploited

prey patches. The high consumption line had a strong nega-

tive association with prey at 18 days (Fig. 5), which suggests

that they drove down prey in patches to a greater extent than

the other lines, so predators remained in patches with fewer

prey while prey populations were able to grow elsewhere. By

the end of the experiment, the control was the most poorly

associated with prey; this lack of association was probably

due to large increases in prey populations while predator

numbers remained relatively low.

In effect, the high conversion efficiency line exhibited the

most effective foraging attributes of both the high consump-

tion and high dispersal lines; high conversion efficiency preda-

tors produced more progeny than the other lines, which

increased the local predator–prey ratio while at the same time

resulted in more dispersers. This might make predators with

the high conversion efficiency trait more successful at immedi-

ately exploiting local prey patches and locating new patches.

However, simulations of a large-scale metapopulation model

showed that selection for high conversion efficiency leads to

the extinction of prey and predators in a patchy environment,

while selection for higher consumption or emigration rates

allows the predator–prey interaction to persist (Pels, de Roos

& Sabelis 2002). Compared with consumption, emigration is

a more likely target for selection to achieve persistent exploi-

tation. Although our study was conducted in a limited land-

scape with only two prey patches initially, our results support

this outcome for stability and persistence of predator–prey

dynamics in larger landscapes.

In landscapes consisting of many patches, the effects of

patchiness on population dynamics depend on population

processes occurring within local patches (Bonsall, French &

Hassell 2002; Ryall & Fahrig 2006). Dispersal in particular is

crucial to the dynamics of spatially structured populations

(Liebhold, Koenig & Bjornstad 2004; Hauzy et al. 2007).

Specifically, the timing and intensity of dispersal from local

patches can affect the persistence of a predator–prey inter-

action (Huffaker 1958; Zeigler 1977; Crowley 1981; Nachman

1987; Holyoak & Lawler 1996); successful colonization of

new patches is related to the number of dispersers produced

in predator-occupied patches (Sabelis et al. 1999). However,

the effect of patchiness on regional persistence depends on the

foraging behaviour of the predators (Kareiva 1987). Regional

persistence of predators and prey is most likely to occur when

the dynamics within local patches are asynchronous (Huffa-

ker 1958; van de Klashorst et al. 1992; Holyoak & Lawler
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1996; Janssen et al. 1997). Deciphering the effect of foraging

traits on a population level in a predator–prey system should

lead to a better understanding of the population dynamics

(Bernstein, Kacelnik & Krebs 1988; Werner 1992; Bell et al.

2009) and address the adaptive nature of specific phenotypes

in an ecological context (Brakefield 2003).
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